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way we look after children around the world.
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the data collection.
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FOREWORD

The digital world is not a place young people
occasionally enter — it is a constant part of their
social, educational, and personal realities. They
grow up, learn, build friendships, shape their
identities, and express themselves online. These
digital spaces foster creativity, connection, and a
sense of belonging. But they also expose young
people to evolving risks — risks that many adults,
institutions, and systems struggle to understand
or address. When it comes to being online, young
people are usually one step ahead of the adults
in their lives.

There are many conversations about how to
keep children safe online, but too few of these
begin with, or even include the most important
voices of all: the children themselves. Without
their input, even the most well-intentioned laws,
policies, and prevention programs risk missing
the realities of their everyday lives. Listening to
childrenis notan optional step; itis the foundation
for solutions that truly work.

The Leaked project was conceived to fill that
gap. In Thailand and across much of Asia, young
people are among the most connected in the
world, yet research, policy, and programming
that reflect their lived experiences remain rare.
Leaked offers new insights into one of the most
sensitive areas of their digital lives — their sexual
expression and experience online. Leaked takes
a nonjudgmental approach, asking young
people to share their perspectives on why self-
generated sexual content is created, who it is
shared with, and what happens when things go
wrong. Importantly, it also asks them what kinds
of support they want and need.

Some of the Leaked findings challenge
assumptions made in child protection circles on
this critical issue. They show that responses to
these issues cannot be limited to simple advice
to avoid risks. The reality of young people’s online
lives is far more complex. The Leaked findings
told us that digital spaces can feel both freeing
and dangerous. The same tools that allow young
people to connect, create, and be seen can also

expose them to pressure, manipulation, and
harm. But they also reiterate that not engaging is
not a realistic option.

What stands out most from Leaked data is the
clear need for responses that meet young people
where they are. This means recognizing the
influence of gender norms, cultural expectations,
and social dynamics that shape how risks are
experienced. It also means moving away from
fear-based approaches and toward strategies
that build trust, digital agency, and resilience. It
also means taking a close look at fast-evolving
platform design features that are frequently
unregulated, and that can clearly be seen to
influence young people’s online engagements.

We are deeply grateful to our partners at Evident,
the HUG Project, as well as to every young
person who took part in this research. The young
people’s honesty and courage are captured
clearly in this report. Now, we look forward to the
dissemination of this report, its use in advocacy,
and the development of a pilot intervention that
will do justice to their inputs.

Together, we must use these insights to create
practical and culturally relevant solutions
that reduce harm, support healthy young
relationships, and give young people the tools
they need to navigate both their online and
offline worlds with safety, dignity, and confidence.
2024 marked World Childhood Foundations
25th anniversary. Since the beginning, we have
partnered with passionate pioneers, grassroots
organizations, companies, and foundations
around the world. We remain committed to
driving innovation, strengthening partnerships,
and creating a future where no child is sexually
abused.

Secretary General
World Childhood Foundation
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EXECUTIVE

SUMMARY

With the support of World Childhood Foundation,
the Leaked project explores how young people
in Thailand engage with self-generated sexual
content in the context of their digital lives. It
was designed to move beyond fear-based
narratives and adult assumptions by centering
the voices, realities, and perspectives of young
people themselves. It consisted of a large-scale,
representative survey involving 1916 young
people aged 9 to 17 across seven provinces in
Northern Thailand, together with consultations
with youth leaders and interviews with frontline
professionals. Leaked uncovers the motivations,
patterns, risks, and consequences shaping
nude-sharing among young people.

Young people today grow up in an environment
where digital and offline life are deeply
intertwined. Social media platforms are key
spaces for identity formation, connection, and
experimentation butthey also bringrisks. Features
like disappearing messages, anonymous chats,
and instant sharing lower the perceived threat
threshold for risky digital behaviors. At the same
time, online visibility is rewarded by platforms
through interactions, shaping young people’s
decisions in powerful ways.

In Thailand, globally influenced internet culture
can conflict with conservative local norms
around sex and modesty, which can leave
young people feeling isolated or ashamed when
problems arise.

Key findings in the report include:

Prevalence and Exposure: 36% of 14-17-year-
olds reported having received or been
shown sexual content involving someone
believed to be under 18. Among 15-year-olds,
this figure rose to over half (51%). Exposure
to sexual content was higher among LGBT
youth (49%), youth from ethnic minority
backgrounds (49%), urban respondents (46%),
and those with social media profiles set to
public rather than private settings (43%).

Motivations: Young people described
sharing sexual content for many reasons
including gaining social status (48%),
earning money or in-game gifts or credits
(45%), emotional validation (40%), showing
trust in a relationship (27%), or wanting to
feel visible (24%). Some were motivated
by curiosity, while others were pressured,
tricked, or coerced.

Technology as an Enabler: Features like
disappearing messages, public profiles,
and minimal identity verification lower the
threat threshold for young people regarding
sharing sexual content. 56% of older survey
respondents said technology makes it too
easy to share nudes without thinking. Girls
were especially likely to agree (62%). High-
quality phone cameras, messaging apps
with disappearing features, and the absence
of strong age verification on many platforms
all lower potential barriers to young people
sharing. At the same time, platforms poorly
support users when things go wrong. Only
22% of young people reported sexual content
they believed was to be of someone under
the age of 18, and many expressed frustration
with slow or ineffective response systems.

Perceptions of Harm: Most young people
recognized that harms stem not from sharing
sexual content itself, but from losing control
of content. Older teens overwhelmingly
believed sharing nudes could lead to
problems (95%), with top concerns including
further non-consensual sharing of the
content (81%), regret (76%), bullying (70%),
and emotional distress (68%). Girls and LGBT
youth were more likely to anticipate harmful
consequences. While some young people
saw content-sharing as a form of trust or
intimacy, most feared the consequences
if content spread beyond the intended
audience.
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Gender and Cultural Norms: In interviews,
frontline professionals noted that Thai norms
such as “boys don't lose” and “girls deserve
shame” shape how harm is experienced and
reported. Social expectations and gender
stereotypes shape how young people
understand and experience consequences
from these behaviors. Boys were more likely
to take no action when receiving something
that they considered harmful content, while
girls were more likely to block or report users.
Many young people internalized blame.

Help-Seeking and Silence: Many young
peoplefeltunsure whatto dowhensomething
went wrong. Fear of judgment or punishment
kept them from seeking support from adults.
Even when harm occurred, blame from
young people was often attributed to the
person in the content—rather than those
who violated trust or consent.

Reluctance to Report: When receiving sexual
content involving someone under 18, 44% of
respondents said they blocked the sender —
but a further 44% said they'd do nothing. Boys
were more likely to save (18%) or forward
(M%) the content, while girls were more
likely to block (56%) or report it to the online
platform (31%). Many young people showed
patterns of internalizing blame. Nearly half
(44%) believed the person in the content was
responsible if a nude was leaked.

Blurred Lines and Legal Tensions: Many
young people did not distinguish clearly
between consensual and coerced sharing.
Some content began as consensually
shared but was later non-consensually
shared or used for manipulation. One in four
respondents said they believed consensual
nude-sharing was acceptable if both
parties agreed, yet a third were unsure. This
ambiguity clashes with Thailand’s legal
framework, which criminalizes all forms of
sexual content involving those under 18,
even when shared consensually between
peers. This legal framing contributes to fear,
silence, and underreporting and real risks of
legal prosecution.

O

The Leaked project shows that self-generated
sexual content among children and young
people cannot be addressed through simplistic
risk avoidance messaging or punitive responses.
The data shows this is increasingly an everyday
part of growing up online. Nude-sharing is
shaped by a broad system of influences: choices,
coercion, and norms are certainly in play. But
importantly, young people are also saying that
platform design features have a big influence on
behavior. Yet messaging on this topic frequently
focuses only on young people’s behaviors, failing
to acknowledge the powerful influences that
they are up against. The Leaked data shows
a tendency for young people to internalize
blame when things go wrong showing they feel
responsibility is entirely on their shoulders.

Young people are largely navigating this complex
system without guidance that recognizes the
pressures they are under. As digital settings will
increasingly be central to young people’s lives,
there is an urgent need for responses that reflect
their realities.

This report calls for a shift away from fear-based
messaging and one-size-fits-all prevention
approaches towards more honest, harm-reduction
approaches that meet young people where they
are. It calls on educators, policymakers, and
caregivers to listen without judgment and to
support young people in building digital agency,
healthy relationships, and culturally relevant
tools for navigating intimacy and consent in a
connected world.

The data presented in this report will be used in
the second phase of the Leaked project to co-
create an intervention with and for young people
in Thailand. It will focus on harm reduction, digital
agency, and culturally sensitive approaches to
consent, connection, and care that reduce self-
blame and acknowledge all the pressures young
people are under as they navigate their complex
digital systems.

The digital world is here to stay. It is time our
safety approaches grew up with the young
people who are already living in it.
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INTRODUCTION

The digital world is not separate from young
people’s lives. It is where they grow up, build
friendships, explore identity, and express
themselves. In Thailand, as in many parts
of the world, young people are engaging in
relationships via technology in increasingly
intimate and complex ways. Sharing of sexual
content, including self-generated sexual content,
is a poorly misunderstood part of online lives.
Like many sexual behaviors, it is rarely discussed
openly, especially when it involves children and
young people.

Over the past two decades, the rapid advance-
ment of technology has been remarkable.
Children and young people’s presence in digital
spaces has prompted conversations about their
safety. Most of these discussions have focused
on threats posed to young people from nefarious
adults; such as grooming, trafficking, or creation
and dissemination of child sexual abuse
material. But as online and offline life continues
to merge, young people are increasingly growing
and developing within digital spaces and that
development, self-expression, and associated
explorations has become more visible and more
complicated.

The Leaked project was designed to sit with
this complexity. Rather than starting with a
framework of adult-defined threats and harms, it
set out to non-judgmentally explore the context
in which young people in Thailand experience
and navigate self-generated sexual content. It
asked why young people are sharing content,
who they are sharing with, what happens when
things go wrong, and how the social, legal, and
technological systems around them influence
and respond to these behaviors.
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At its core, the project puts young people’s voices
at the center. It recognizes that most current
approaches to research and interventions
on child online safety are shaped by adult
assumptions, not by the lived experiences of the
young people affected. It consisted of a large-
scale, representative survey involving 1,916 young
people aged 9 to 17 across seven provinces in
Northern Thailand, together with consultations
with youth leaders and interviews with frontline
professionals. Leaked uncovers the motivations,
patterns, risks, and consequences shaping
nude-sharing among young people.

Young people described digital spaces that feel
both freeing and dangerous. For some, platforms
offer the opportunity for connection, affirmation,
and a place to be seen. Yet these same spaces
are also filled with pressure, manipulation, and
the risk of being exposed. Many said they felt
both the positives and the negatives at the
same time. Their motivations for sharing self-
generated sexual content ranged from curiosity
and connection to emotional validation, pressure
from partners, financial incentives, or following
what they saw others doing. While some felt
confident and in control, some also reported
feeling uncertain, unsupported, or unsure where
to turn when things went wrong.

Technology plays a powerful role in all of this.
Platforms are designed to make sharing fast,
easy, and rewarding. Disappearing messages,
anonymous daccounts, and algorithms that
boost visibility lower the threat threshold for risky
behavior. The same platforms offer little support
when harm occurs with reporting systems
viewed as confusing or ineffective. Many young
people told us they did not expect reporting to
work or feared being punished themselves. In
these conditions, even when they feel something
is wrong, many young people feel helpless to act
and do nothing.

Thailand’s cultural context adds another layer
of complexity. Conservative norms dictate
gendered expectations for behavior, particularly
in regard to sexuality. Norms also discourage
open conversations about sex, intimacy, or
digital expression. While young people may
encounter liberal values and global trends via
internet culture, these can clash with norms that

encourage silence, self-blame and shame in
their offline lives. This disconnection can make
it harder to ask questions or seek help and can
reinforce self-blame when things go wrong.

Girls, LGBT young people, and ethnic minorities
reported especially high levels of vulnerability,
judgment, and fear of exposure. While some
boys described feeling more confident in digital
spaces, others felt unable to speak up about
concerns because of cultural messages that
boys should be unaffected or always in control.
Many of the most powerful findings in this report
are not about risks, but about how isolated and
unsupported young people feel in navigating
and managing risks they face.

Child online safety messaging tends to focus
on young people’s behaviors. It promotes ‘self-
protective’ actions like completely avoiding risks,
abstaining from certain behaviors, promotes
blocking or reporting anything or anyone
that creates discomfort. This does not reflect
the realities of existing in online spaces. For
example, blocking — and essentially cutting off a
connection for good - for a single post may be
impractical. These messages to young people
also fail to acknowledge the social, emotional,
and technological systems that deeply shape
their interactions. Platforms are designed to
nudge and prompt user interactions but these
messages don't acknowledge the power being
exerted over young users through platform
design. This focus only on young people’s
behavior serves to ingrain a sense of self-blame
when things go wrong.

The Leaked survey sought to non-judgmentally
explore these issues. It was constructed to
recognize that self-generated sexual content
involving young people can be shared
consensually, can be the result of pressure,
manipulation, or outright coercion.Inmany cases,
the lines between these categories are blurry,
and young, still developing minds can struggle
to name or understand these complexities.
What started with reasonable trust can later be
violated. What felt like a private moment can
become public without agreement.
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BACKGROUND

Over the past decade, increasing attention has
been given to how young people engage with
digital technology in ways that intersect with
their sexual development. Although this practice
is often sensationalized or narrowly defined
in policy and discourse, a growing body of
research has begun to unpack its complexities.
Research suggests that self-generated sexual
content involving young people that is both
consensually created and shared, and that is
created and shared via coercion, is increasing:
Thorn has documented a sustained increase in
self-reported nude-sharing by children in the
United States over a three-year period. In their
European surveys, Thorn found that 8% of children
in Germany? and 6% in France® believed it was
normal to share self-generated sexual content.
Similarly, in Thailand, the Disrupting Harm study
found that 9% of internet-using children had
shared naked images or videos of themselves in
the past year# A national survey by Thai Hotline
and Child Online Protection Action Thailand
(COPAT) found that 26% of children reported they
had shown themselves naked over video calls,
and 6% had sent or forwarded child sexual abuse
material (CSAM) to others.5

While prevalence estimates are increasingly
available, less is known about the motivations

! Thorn & Benson Strategy Group (2023).

2 Thorn. (2024).
3 Thorn. (2024).

4 ECPAT, INTERPOL, and UNICEF. (2022).
Global Partnership to End Violence against Children.

behind this behavior. Thai data from Disrupting
Harm showed that common reasons for sharing
self-generated sexual content included fear
of losing a relationship, being in love, or being
threatened.® In another study, focus groups
conducted by WeProtect Global Alliance in
Thailand with 73 children highlighted a wide
range of motivations like excitement, connection,
social media influence, affirmation, pressure,
and even financial exploitation.’

Importantly, those who pressure or force
someone to share sexual content without consent
are not always adults seeking to create CSAM
for their own sexual gratification. Perpetrators
can also be peers, acquaintances, or partners,
and their motives may include revenge, control,
bullying, or peer pressure rather than the
production of CSAM. A major US study found
that teens and young adults often pressure their
peers to share sexual content, sometimes within
romantic relationships or friendships.® These
peer interactions can involve power imbalances,
such as age or social status differences, yet
these examples challenge binary conceptions of
offender and victim.®

Not all self-generated sexual content results
from manipulation or coercion. Some young

5 Thai Hotline and Child Online Protection Action Thailand. (2022). Child Online Protection Guideline 3.0. Internet Foundation for

the Development of Thailand.

6 ECPAT, INTERPOL, and UNICEF. (2022).
Global Partnership to End Violence against Children

7 WepProtect Global Alliance and Praesidio Safeguarding (2023).

. WeProtect Global Alliance.
8 Finkelhor, Turner & Colburn. (2022).
5(10):e2234471.
° ECPAT Sweden. (2020).

. JAMA Network Open.

[Translated from Swedish]. ECPAT Sweden.
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people choose to share self-generated sexual
content within trusting relationships, as a form
of exploration or connection. A UK study of
15,000 children aged 11-16 found that most youth
who had shared such content said “nothing
bad happened,” and that their most common
motivation was being in a relationship.”

This growing body of data raises key questions
about how we characterize adolescent agency
and define harm associated with the sharing of
self-generated sexual content. Black and white
categorization does not account for the nuances
increasingly being identified by young people. For
example, characterizing harm by distinguishing
between consensual behaviors that remain
private and situations where consent is breached
and trust is broken is needed." The Convention
on the Rights of the Child recognizes the principle
of ‘evolving capacities’; put simply, the idea that
as children grow and mature, they increasingly
gain the abilities to exercise their own rights to
privacy, decision-making, and autonomy.? An
exclusively protectionist characterization that
flatly describes all such content as equally
harmful may contradict this principle.

Harm from shared self-generated sexual content
exists on a continuum. A single image shared
with a peer may have little lasting impact,
while non-consensual redistribution can lead
to bullying, mental health crises, or blackmail.
A study in Sweden found that some youth took
measures to minimize harm such as not showing
their face in content so that low-level exposure of
it was then seen as manageable.® Harms can be
physical, psychological, social, or legal, and the
severity is influenced by context, relationships,

and the young person'’s ability to seek support.”
Victim-blaming is a persistent and dangerous
dynamic. Surveys show that many adults and
children alike believe that it is the child’s fault if
their content is shared, even when that sharing
was non-consensual. In Thailand, young people
often lack confidential or trustworthy avenues to
report incidents, fearing legal consequences or
social judgment. Law enforcement professionals
acknowledge that victims who report can be
criminalized under Thai law, where any sexual
content involving children qualifies as CSAM.®
Criminalizing all self-generated sexual content
ignores the nuances of adolescent behavior and
can cause further harm.

Many professionals in Thailand and globally
have adopted abstinence-style digital safety
messages “never send nudes” which lack
credibility for youth and deter disclosure
when things go wrong. Data shows that even
occasional or one-off sharing can lead to harm;
reducing frequency of this behavior alone does
not guarantee safety.'®

The social context cannot be ignored. In
Thailand, conversations about sex, consent, and
digital safety remain largely taboo. Research
in Southeast Asia has found that many young
people see current sex education as outdated
and irrelevant to their digital lives.” Cultural
values around modesty, karma, and gender
roles influence how children view themselves
and their actions. This leads to silence, shame,
and an inability to seek help. A social-ecological
model that understands these broader systems
platform dynamics, peer cultures, family norms
is needed to fully address the issue.

10 Internet Matters. (2020). Look At Me Teens, Sexting and Risks. Kingston University, London.

n witting, S. & Skelton, A. (2024).

, Leiden Law Blog, February 22, 2024.

2 Lansdown, G. (2005). The Evolving Capacities of the Child. UNICEF Innocenti.

13 ECPAT Sweden. (2020).

[Translated from Swedish]. ECPAT Sweden.

14 Schmidt, F. et al, (2023).

, Trauma, Violence & Abuse: 15248380231207896.

15 ECPAT, INTERPOL, and UNICEF. (2022).
Global Partnership to End Violence against Children.

16 Finkelhor et al.,, D. (2024).
7 Watson, K, & Singh, A. (2020).

Journal of Child Sexual Abuse 33(2):169-182.

. Asia Pacific Alliance for Sexual and Reproductive Health and Rights (APA).

Leaked: Understanding and Addressing Self-Generated Sexual Content Involving Young People in Thailand


https://www.leidenlawblog.nl/articles/a-child-rights-based-approach-to-adolescents-sexuality
https://ecpat.se/wp-content/uploads/2020/12/ECPAT-Report-2021_Everything-that-is-not-a-yes-is-a-no.pdf
https://ecpat.se/wp-content/uploads/2020/12/ECPAT-Report-2021_Everything-that-is-not-a-yes-is-a-no.pdf
https://doi.org/10.1177/15248380231207896
https://doi.org/10.1177/15248380231207896
https://www.end-violence.org/sites/default/files/2022-02/DH_Thailand_ONLINE_final.pdf
https://www.tandfonline.com/doi/full/10.1080/10538712.2024.2324838
https://www.asiapacificalliance.org/application/files/3716/2359/8298/APA_Shifting_the_SRHR_Narrative_Report_web.pdf
https://www.asiapacificalliance.org/application/files/3716/2359/8298/APA_Shifting_the_SRHR_Narrative_Report_web.pdf

THE CURRENT STUDY

Thanks to the generous support of the World
Childhood Foundation, the Leaked survey and
consultations sought to directly listen to young
people in real and non-judgmental ways about
self-generated sexual content. It represents a
large-scale, representative survey involving 1,916
young people aged 9to17 across seven provinces
in Northern Thailand, together with consultations
with youth leaders and interviews with frontline
professionals. Rather than starting with a
framework of adult-defined threats and harms, it
set out to non-judgmentally explore the context
in which young people in Thailand experience
and navigate self-generated sexual content. It
asked why young people are sharing content,
who they are sharing with, what happens when
things go wrong, and how the social, legal, and
technological systems around them influence
and respond to these behaviors.

The second phase of the project will then use the
data to co-create an intervention with and for
young people in Thailand. It will focus on harm
reduction, digital agency, and culturally sensitive
approaches to consent, connection, and care
that reduces self-blame and acknowledges all
the pressures young people are under as they
navigate their lives online.

RESEARCH
QUESTIONS

The guiding questions for research phase were:

* What self-generated sexual content are
young people in Thailand producing?

How do young people in Thailand perceive
self-generated sexual content, including
their attitudes and motivations towards
creating and sharing it?

How do socio-cultural norms, peer pressure,
media and other influences contribute to
shape perceptions and behaviors regarding
self-generated sexual content?

How is harm related to self-generated
sexual content understood? What reduces
or exacerbates harm?

How is coerced and non-coerced content
distinguished or overlapping? What tech
factors are impacting this? How do children
perceive the distinctions?

How is ‘consensual sharing’ amongst those
under 18 being conceived? Does this align/
contrast with current Thai law?

What are the profiles of ‘offenders’ involved
in the coercion or non-consensual sharing
of self-generated sexual content of children?

What social and contextual factors are
helping or hindering young people to
negotiate uncertainties emerging from
technology and their online lives clashing
with current social norms?

How do various actors in a child’s support
network, including caregivers, educators,
social workers, law enforcement, and legal
professionals, understand and react to the
issue of self-generated sexual content?
Which type of support do children access,
and which helps or hinders help-seeking?

Are there instances of laws intended to
protect children having negative impacts on
their interests and rights instead?

Leaked: Understanding and Addressing Self-Generated Sexual Content Involving Young People in Thailand

12



METHODOLOGY

The Leaked project runs from October 2023
to September 2026 and includes two distinct
phases. The findings in this report encapsulate
the results of the first research phase. The project
will then utilize this rich data to design, pilot and
deliver a unique intervention for young people in
Thailand’s North.

Research phase:

e Two linked quantitative surveys of
knowledge, motivations, attitudes, and
practice relating to self-generated sexual
content with 1,916 young people. To ensure
age-appropriateness, surveys differed for
the young people aged 9-13 years and for
those aged 14-17 years.

« Key informant interviews with twenty experts
including youth leaders, young survivor-
advocates; and law enforcement, social
work and education professionals.

¢ Two group consultation meetings with young
people to inform and refine the survey tool
(May 2024) and to confirm and validate the
initial analysis of data (March 2025).

Intervention phase:

e The research data will be used to develop
an intervention that prioritizes harm
minimization and is deeply informed by
the perspectives of young people. It is
expected to cover topics like negotiating
consent, socio-cultural pressures regarding
tech usage, and the role of tech in modern
relationships.

The results in this report consolidate the data
from the activities completed in the research
phase between August 2024 and March 2025.

Formal ethical review of the research was
completed during early 2024 by the Institute for
the Development of Human Research Protection
under the Thailand Ministry of Public Health and
clearance to proceed was granted in June 2024
(COA No. IHRP2024074).
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PARTICIPANTS

The project sampled participants from seven
out of nine provinces in Thailand's Northern
Administrative Region: Chiang Mai, Chiang Rai,
Lampang, Nan, Phrae, Lamphun, and Phayao.
A stratified, partially randomized sampling
methodologyidentified participantsusingaseries
of characteristics to simulate representativeness
of the general target population of young people
aged between 9 and 17 years old.

Total Respondents per Province

Chiang Rai
513

Phayao
183

Chiang Mai
413
Lampang
349
Phrae

Lamphun 129

122

TOTAL

Number of Respondents: 1916
Number of Schools: 18

. Female Male

43%

Chiang Mai
Chiang Rai 38%

Lampang 45%

Nan 29%

Phayao 47%

Phrae 57%

Lamphun 45%
0% 25% 50% 75% 100%

Figure 1 - Total Respondents per Province

According to 2022 census data from the
Thailand National Statistics Office® there are
approximately 1.2 million young people between
the ages of 9 and 17 residing in Thailand's
Northern Administrative Region. The distribution
of these individuals across age groups and
genders is fairly even. To reflect and represent
the age distribution of the 2022 census, a sample
of 1116 individuals in the 9-13 age cohort and
884 individuals from the 14-17 age cohort was
calculated.

The research team identified all the rural and
urban, public and private schools in the Northern
region using public data. Twenty schools were
then identified from this list, with schools selected
based on a) school size b) urban/rural location
and c) public/private status to reflect the
reference data. School leaderships were asked to
allow their students to be invited to participate. In
total, 43 schools were contacted; however, many
declined due to time constraints. Each school
that declined was replaced with another school
of similar characteristics from the reference list.
Ultimately, students from 18 schools were invited
to participate to gather the sample.

Target numbers within each school for the two
age cohorts were calculated based on the size
of the school in proportion to the total sample.
These targets were used as a rough guide for
when to cut-off recruitment. All participants had
to indicate that they used the internet at least
once per day, were able to read and write Thai,
and had to provide signed caregiver consent
forms and their own individual signed assent
forms before being included in the study.

The table below depicts the breakdown of ages
in the final sample. The sample included 979
children aged 9-13 (51%) and 937 aged 14-17
(49%), ensuring adequate sample sizes per age
category for age-based comparative analysis.

I

8 National Statistical Office. (2022). The 2022 Population and Housing Census. National Statistical Office of Thailand.
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Figure 2 - Sample Description
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SURVEY

The survey tool was designed to measure
knowledge, motivations, attitudes, behaviors and
context regarding self-generated sexual content
involving children in Thailand. It sought to explore
cultural, social, and technological factors that
can influence this behavior in Thailand.

The survey was consulted with a group of youth
leaders from the Children and Youth Council
at a half-day workshop in May 2024, where
participants provided feedback on the framing,
language, and priorities of the proposed
approach. Inputs were also sought from the Thai
Expert Group and the Global Advisory Group to
ensure the approach was contextually relevant,
ethically sound, and aligned with international
best practices.

Two versions of the survey were developed with
specific characteristics appropriate for each age
cohort.

The survey for the younger cohort (9-13 years)
had a total of 17 items, with a majority of multiple
choice, Likert scale and closed question items.
Iltems constituted short sentences using simple
Thai language that avoided jargon and avoided
any borrowed English terms. Taking account of
natural attention spans at this age as well as
reading difficulties, survey completion took a
mean of 28 minutes completion time for the
younger cohort. Items were limited to collecting
data on demographics, technology use and
young people’s experiences of online interactions
(with some exploration of risky interactions and
disclosures). More sensitive items were withheld
from younger respondents and asked only of the
older cohort.

The survey for the older cohort (14-17) was
more complex, with a total of 64 items, which
were still majority multiple choice, likert scale,
or closed question items. However, this version
also included a small number of opportunities
for further open text inputs — though these were
always optional. Administering the survey on
tablets via an online platform allowed logic
features to be built in that dynamically adapted
the survey. The platform added or removed items
based on a respondent’s answers to certain

items. The mean completion time for the older
cohort was 32 minutes. Additional to the same
topics covered in the survey for the younger
cohort, further items sought responses regarding
experiences with seeing and sharing sexual
content, attitudes and motivations towards
sexual content, and perceptions of harm from
sexual content.

Administration was completed in groups of 10-
20 respondents on school premises; school staff
was sometimes present but didn't contribute to
data collection. All respondents completed the
survey on an individual, internet-enabled tablet
provided by the researcher once the consent
form was received.

Facilitation was led by trained social workers
from the HUG Project, whose expertise in
handling sensitive topics ensured interactions
were carried out with empathy, cultural
sensitivity, and built-in safeguarding support.
Facilitators verified consent and assent, assisted
with technical issues, and monitored for signs
of distress. Data was completely deidentified
(with paper consent forms remaining separate
from survey completion via tablets). Storage of
the paper consent and assent forms complied
with Thailand’s Personal Data Protection Act.
Participation was voluntary, and students could
skip questions or exit the survey at any time.

KEY INFORMANT
INTERVIEWS

Qualitative interviews were conducted with 20
participants to help elaborate on the context
of these issues. Those conversations helped
to fill gaps, explain unusual findings, and bring
depth to the quantitative data. The backgrounds
of these participants included youth leaders;
survivor-advocates; law enforcement, social
work and education professionals.

The interview participants offered first-hand
knowledge about self-generated  sexual
content involving young people in Thailand.
Their insights provide perspectives both about
the data gathered by the survey, and their own
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experiences and insights of more sensitive areas
of the issue - such as commercial aspects of
self-generated sexual content and example
cases that have reached support services and
the justice system. These important qualitative
insights are weaved through the quantitative
datain this report to tell a full-framed story of this
complex issue. Where interviews were conducted
in Thai, the original Thai quote is included in text
along with the English translation.

YOUTH
CONSULTATIONS

A small group consultation meeting was held in
May 2024 with young people to inform and refine
the draft survey tool. Nine young people from the
Children and Youth Council of Thailand (an1én
uazlg1suuKvUs:inAlng) were invited to join the
project launch event and following the launch
participated in a closed-group consultation,
where they were consulted on the first version
of the survey tool. Selected questions were
presented to the young people to feedback on to
check in on the language used in the survey but
also whether the scenarios capture the actual
experiences young people today are facing.
Following the consultation, a raft of changes
were made to the Thai language phrasing of
items, flow of questions and response options for
multiple-choice questions.

A further small group consultation with young
people aged 14-18 was held in March 2025
to discuss and validate the research team'’s
initial analysis of the data, seek inputs on
unusual findings and add depth to the analysis.
Discussions during this session led the research
team to re-analyze some data and understand
trends in new ways, occasional explanations are
also included within the report as qualitative
inputs.

ETHICAL
CONSIDERATIONS

Safeguarding procedures were embedded
throughout the research at all stages. Survey

facilitators were experienced social workers
and were also trained in child safeguarding
procedures related to research practices. The
facilitators  supported participants  before,
during, and after data collection. Young people
identified as at-risk by school staff were offered
additional brief check-ins following completion
of the survey. Any disclosures of abuse were
planned to be escalated within the HUG Project’s
safeguarding procedures (however no case had
to be escalated during data collection). Because
the issues explored are sensitive, having HUG
Project staff as facilitators of the survey and
youth consultations was highly beneficial.
As experienced social workers, HUG Project
staff brought essential expertise in managing
sensitive topics, ensuring that interactions with
participants were conducted with empathy and
cultural sensitivity. Their expertise and familiarity
with the complexities of child sexual exploitation
and abuse enabled facilitators to discuss
difficult and sometimes culturally uncomfortable
topics adeptly, fostering an environment where
participants felt safe and understood.

In-depth research and survey facilitator training,
alongside a facilitator guide was provided to
the HUG Project team by Evident. This training
encompassed ethical procedures, recruitment
and consent process, and detailed instructions
for survey facilitation.

A continuous consent model was adopted,
particularly given the sensitivity of the topic, with
facilitation processes stressing that participants
could skip items, pause or withdraw at any time.
The research prioritized voluntary, confidential
participation and aimed to minimize the risk of
distress.

Respondents for the key informant interviews
were aged 15 years old and above. The interviews
with adults were completed by Rangsima
Deesawade from Evident, a researcher with many
years of experience working on sensitive topics.
The three interviews with young people (aged
between 15 and 18 years old) were conducted
by Kanittha Taluang, a social worker with HUG
Project with experience working with survivors of
child sexual abuse and exploitation.
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FIGURING OUT DIGITAL AGENCY

The Leaked data illustrates that young people in
Thailand mostly have private and unrestricted
internet access. In our Northern Thailand sample
91% (n=1770) of young people aged between
9 and 17 years of age had their own personal
device with internet access. Ownership increases
dramatically with age: while two-thirds of 9-year
-olds reported having their own devices, that
was as high as 97% of 17-year-olds. As they get
older, shared devices almost disappear entirely.
Slight divisions remain across geography: 84%
of rural children under 14 owned their device,
compared to 90% of their urban peers. Among
the older 14-17-year-olds we surveyed, those
differences disappear.

Other existing research has shown that Thai
young people are growing up very much online.
Even in early childhood, electronic devices are
common playthings, with 62% of under 5-year-
olds in Thailand having access, many of them
using these devices for several hours a day.*
An 18-year-old interviewed for Leaked observed
that “lSﬂcTaoaausTu:)'wnﬁlf]uqnr‘iTmz‘jsJaUlamﬁ'lﬁmﬁn
wo:uIn uaruwaudnd.2 GinsFAwnduvovdiovua?d
Fofildsumsatiuayuonwowituukazasu” (“We have
to admit that kids today have pretty easy
access to the internet. And they often have their
own devices from a very young age, such as in
grade 2, usually provided by their parents.”) (K-
1706-18).

Yetin Thailand, policy and research have typically
portrayed the internet as a phenomenon
separate from everyday life - rather than deeply
intertwined. Policy makers talk of ‘going on the

internet’ and research may count ‘hours spent
online’ - this divide is obsolete. Young people
are not occasional users of technology; they are
immersed in it throughout their waking hours,
and boundaries between online and offline life
are deeply blurred.?® Online environments shape
how they learn, communicate, and express
who they are. Platforms like Instagram, TikTok,
and YouTube serve not just as places to visit,
but as cultural and social arenas where norms
are formed and absorbed, identities crafted,
relationships conducted, and visibility becomes
a form of value? Young Thais do not have a
digital presence separate from their offline life;
their digital presence is integral to how they
understand the world and their place in it.

While young people are navigating online
environments, the social, educational and legal
systems that may guide and protect them
have not always kept pace. In Thailand, formal
digital safety education in the school system
remains limited. A teacher from a remotely
located government school expressed concern
in their interview over the lack of a standardized
curriculum and professional training on online
safety;  “golulkudsviulkutagurousulinougidov
sivoaulatinlsvidsuwuiasasu” (My school has
never received any training on this subject) (K-
1403-09). This concern was echoed by NGO staff
supporting child victims of online sexual abuse in
the region: “1Gn 9 ¥raAdUASs:KUNUAzA2IUSID:(S
Aasavcoksoliindsav” (Children lack awareness
and knowledge of what to share or not to share
[online] (K-1209-03). An 18-year-old interviewee
also emphasized the gaps in digital safety

19 UNICEF Thailand. (2024, June). Addressing the gaps: Ensuring every child in Thailand has an equal chance to thrive. Bangkok,

Thailand: UNICEF Thailand.
2 Naezer, M, & Ringrose, J. (2018).

.In C. McDaniels-Wilson, N. J. S. Brown, & L. S. Harkins (Eds.), The Cambridge handbook of
sexuality: New directions and approaches (pp. 419-439). Cambridge University Press.
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education. While her school had introduced
the topic, she felt the instruction was neither
comprehensive nor timely: “r‘iTsmEsmﬁ’mgﬁaau
Ssfganuoaulatdeg  uduulildirdoununatviums
aou kEoluaousnlu 959 q Uudovaoudoudi&nisuls
ofioogou.1 KSo U.2 A= [Waounou U.5 K3d U.6 uan
Uusionoo:linu” (“At my old school, we did learn
about digital safety, but it was not enough and
came too late. | think this kind of teaching should
start earlier, like for children in grades 1 or 2.
Starting in grades 5 or 6 is too late.”) (K-1706-19).

When young people do receive online safety
training in Thailand, NGOs have largely taken
the lead in providing it. However, these efforts
are often described as short-term and limited
in scope due to constrained funding or project
timelines. (K-1009-01). The training approach
is WunsFoaisnuded 1Bry3neInsuIWa  walaso
fiou (typically one-way, with external speakers
delivering information while children passively
receive it) As one staff member from an
international NGO based in Thailand noted, “U
KivriAsodes Tudanudaiilov TiGusvdvgaunwon
a:mlGnifianiswWasunlavludowgdnssu” (These
sessions are often one-off events with little
follow-up or continuity. [Therefore], they are not
engaging enough to actually influence children’
behavior.) (K-2603-10).

Around the world, many of today’s parents grew
upwiththeinternetas partoftheirownchildhoods.
This is certainly the case for Thailand, where the
parents of primary school aged children in 2025
likely completed their high school education
between 2000 and 2010 and were themselves at
least partly online as young people. Yet quality,
explicit, digital safety education is still lacking

and parents largely rely on their own experiences
and organically learned skills to guide young
people. At the same time technology is changing
remarkably fast and the skills gained during
the early days of Facebook and social media
may not transfer entirely as the emergence of
ChatGPT and other Generative Al is remaking the
internet. Capacity gaps are particularly evident
in  ‘Asouns$iukdvonaiy’  (skipped generation
families’) where children are left in the care of
grandparents while their parents migrate to
cities for work, as highlighted by the manager
of a government shelter in Chiang Rai (K-0710-
07). In such arrangements, grandparents often
struggle to relate to or keep pace with the
experiences, interests, and digital lives of today’s
young people. An NGO leader explained, “woaul
drulrnificdovoonluiviu  KIBWABVASOUASY flae
UasglKanagniudgnmuny Fogov3vs:HINIuTUID:
uIn Jgrmergfiwergiudzgou udiGnluwo wsiwn
sandgthadluwnld” (“Most parents have to go
out and work to earn a living, so they leave their
children with their grandparents. There's a big
generation gap. Many children feel that their
grandparents don't fully understand them or the
online world they are part of, which can make
it harder for grandparents to connect with or
influence them.”) (K-2304-13).

Without quality, explicit digital safety education
for caregivers and young people, Thailand's
younger generation must navigate online
contexts - characterized by platforms using
sophisticated persuasive design features to
influence behavior, increasing deployments of
generative Al, emotionally charged content, and
shifting social dynamics - alone.

2 Third, A and Moody, L (2021). Our rights in the digital world: A report on the children’s consultations to inform UNCRC General
Comment 25. (London and Sydney: 5Rights Foundation and Western Sydney University).
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In the absence of quality, explicit digital safety
education, young people are learning these
skills organically. Our research shows that 61%
of respondents reported that they had learnt
how to stay safe online on their own. Nearly
half said parents (47%) or school (47%) had
been the source of at least some information,
but the quality and utility of this information is
understood to be limited, didactic and once-off,
rather than experiential, continuous and relevant
to the online lives of young people.

Gender plays a role here. Girls (n=1100) were
statistically significantly more likely than boys
(n=805) to have learned about digital safety
from parents (51% vs 42%), and schools (50% vs
44%)%. This may suggest that adults are more
proactive in guiding girls, perhaps as a result of
reasonable perceptions that they face greater
risk and/or harmful impacts when things do go
wrong online.?®

Age and location also shaped how likely young
people were to receive digital safety education.
Rural respondents (n=1255) were more likely
than urban young people (n=657) to report their
digital safety skills as self-taught (63% vs 58%).
Digital safety education in Thailand is reported
to be mostly delivered by NGOs with activities
therefore often concentrated in urban areas
or larger, more prominent schools where such
organizations operate. As a government social
worker based in the North observed, “lAsvnis
dw 9 feuu wuifusiwndilseiBeude 9 WGudru
ed ucwuiKwinakdosusGnivIdu 9199:59u10MSs
Us=snduwus” (“Speakers or organizations often
focus on providing training to large or well-
known schools, while schools in remote areas
have limited access to such opportunities”). (K-
1006-17).

2 Result is statistically significant at the p < .001 level (n =1,916).

Among 14-17-year-olds (n=937), 79% reported
self-taught digital safety skills, compared to
only 44% of 9-13 year olds(n=979). Older teens
were also more likely to seek advice from
friends and to express a desire to learn more. A
young person from our youth consultation also
pointed to clear knowledge gaps, especially
among their younger peers. A 15-year-old boy
in our consultation explained: “iGnus=auluidnau
$uasdoyaiivonunistduou” (“Primary school kids
don't have knowledge or information about
using apps.”). This aligns with the perspectives
of NGO staff who are supporting victims, one of
whom noted that primary school students, as
they frequently begin using social media without
proper guidance, are particularly vulnerable to
online grooming (K-2304-13).

LGBTQ+ respondents stood out for their
heightened self-reliance. They were more likely
to report self-learned digital safety skills but also
expressed higher levels of interest in learning
these skills. This may reflect a lack of tailored
support that is inclusive or affirming of LGBTQ+
young people’s online and offline experiences.
Research has shown that LGBTQ+ young people
who experience isolation, rejection, or invisibility
because of their diverse identities can see online
spaces as vital refuge. Namely, they seek out
spaces to connect with others, explore their
emerging identities, and access information
tailored to their experiences that may not be
available offline.* As they navigate these online
spaces, LGBTQ young people also must grapple
with managing identity disclosure, exclusion, and
online hostility and abuse. These experiences
may counter-intuitively lead them to acquire
deeper online safety skills, nevertheless, they are
also at greater risks as they embark on these
pathways.?®> An NGO staff member noted during

2 UNICEF East Asia and the Pacific Regional Office & Centre for Justice and Crime Prevention. (2020). Our lives online: Use of
social media by children and adolescents in East Asia — opportunities, risks and harms. UNICEF.

24 Hillier, L, & Harrison, L. (2007).
. Sexuallities, 10(1), 82-100.
% Capaldi, M, Schatz, J, & Kavenagh, M. (2024).

. Child Protection and Practice 1100001.
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interview that; “is1lis1gviuRrinfungy LGBT 18ov
guamwdaiud 2022 ij"’ov‘\!ou“omn:i'msju LGBT dn2u
[#ovho:gnyaasiufionivooulaiuinnidingudu ddutov
wheuvwans:nuud 1Gngsrefiduans:nuiguiu wum
§Uﬁﬁlwn'equusTs:H'jﬁouw-uwgnéodaaanlu fio:l
wans:znudanduduwusvavilGneialu nisinduduwus
AGe=0ulUldennuan q soudvaduduwusluasounsd
a29” (“The 2023 Save the Children Thailand
report® revealed significant mental health
risks faced by LGBTQ+ individuals in Thailand
due to online bullying. The report particularly
underscores the vulnerability of boys, noting
that the non-consensual sharing of images
depicting same-sex activity can result in serious
real-world consequences. These include not
only psychological distress but also profound
disruptions in family relationships. Once such
images are shared, affected individuals often
face challenges in maintaining or establishing
healthy familial connections.”) (K-2603-10).

Online Safety per Age Cohort
D 44
] a7

| taught myself

I learned from my parents
I learned from school

I learned from friends

| need to know more

P %

Unsure a%
. 4%
| don't know about online safety 2%

79%

47%

R
P 2%
P 4%

19%

57%

42%

. Younger Older

Multiple responses permitted (n=1916)

Figure 3 - Online Safety per Age Cohort

Despite the clear lack of quality, explicit digital
safety education, the Leaked data shows that
young people in Thailand are nevertheless
building digital safety competence through
their own self-learning and a patchwork of
other sources (see figure 3 above). However,

the Leaked data also illustrates that young
people articulate the knowledge and skills that
they deem necessary to be safe online in much
more complex ways than digital safety skills are
frequently characterized.

% Ojanen, T. T, Freeman, C, Kittiteerasack, P, Sakunpong, N., Sopitarchasak, S, Thongpibul, K., Tiansuwan, K., & Suparak, P. (2023).
Mental health and well-being of children and youth with diverse SOGIESC in Thailand. Save the Children Thailand.
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Differentiating ‘Hard’ and ‘Soft’ Digital Skills

Many digital safety campaigns and education
curricula lean on naming risks and instructing HARD
young people to avoid these” Campaigns
are often inclined towards simplistic ‘stranger
danger’ narratives that assume harm comes
from clear, external threats. Yet risk is an
inherent part of most online interactions —
technically, everyone we encounter online
begins as or could be a stranger. For young
people navigating friendships, flirtation, identity
exploration, or intimacy in digital spaces, these
reductive frameworks rarely reflect their real
experiences. As a result, the advice provided
often fails to support the moment-to-moment
decisions young people must make online,
where boundaries are ambiguous, emotions are
involved, and peer dynamics are influential.

Such simplistic digital safety education therefore
frequently falls short in helping young people
recognize nuanced forms of coercion, navigate
emotionally complex situations, or develop
confidence in their instincts and how these can
inform their actions in online contexts.

To illustrate the point, we have distinguished
between what we call ‘hard” and ‘soft’ digital
safety skills.

® 8
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27 Naezer, M, & Ringrose, J. (2018). Adventure, intimacy, identity and knowledge: Exploring how social media are shaping
and transforming youth sexuality. In C. McDaniels-Wilson, N. J. S. Brown, & L. S. Harkins (Eds.), The Cambridge handbook of
sexuality: New directions and approaches (pp. 419-439). Cambridge University Press.
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A focus on hard skills without support to develop
soft skills is insufficient. Young people need to
know how to block an account, but they also
need to know when to deploy this knowledge
- when to block, why, and how to handle what
comes next.

In Thailand this is particularly crucial, as cultural
influences towards politeness and respect for
elders can exacerbate the risks for young people.
Cultural norms often emphasize that children
should be quiet and well-behaved, with ideal
behavior defined by obedience and thankfulness.
Children are viewed as holding the lowest rank
within a strongly hierarchical social order, and the
term 1&n (child) reflects this structure implying
a lower role rather than just denoting age or
growth.2® A counseling psychologist based in
Chiangmai further explained that: “idnquiannu:
umsuflas  k3oldouiasududiioufigodo...1s130
AasagANuas:KUniKIGng38Tumsdoans wazinaw
“3:” wu asuRtWousduridvld We3dtoisudugole
aouliiAninoy “13:” Astone TKwAanou Tisulu
dovasuauavluiufi ua:lkAdugRgInuwadwsiaL
Ul sauﬁomamoo‘wungnu1atta:n3’1u§tﬁmﬁu digital
footprint” (”Mony Thai children lack the skills to
say ‘no’ in uncomfortable or unsafe situations. It
is therefore the responsibility of adults to equip
children with practical tools, such as suggested
phrases for refusing unwanted interactions, the
ability to recognize red flags, and knowledge
about body awareness and digital footprints”)
(k-0904-1).

Leaked data shows encouraging evidence of
young people’s hard digital skills. As figure 4
shows only 4% of older respondents, and 22%
of younger ones, said they didn't know how to
access privacy settings. 41% reported that they
set their accounts to private. Girls were more
likely than boys to opt for public profiles (44% vs
36%). These findings indicate that most young
people have the knowledge and skills and do

make intentional decisions about their digital
boundaries. Yet they don't always choose the
safest options.

When encountering unwanted content, one in
three respondents of our entire sample said
they would block it. This rises to nearly half (46%)
who said they would block and or report content
that is sexual to the platform. Most of those (71%)
would take this action if the sender was unknown.
For some (18%), the relationship to the sender
didn’t matter, the content alone justified action.

Account Characteristics per

Age Cohort
Public Private Don’t know (n=1916)
. 100%
13% 4/" 22%
75%
52%
46% ’
40%
50%
. 25%
a% 44% 38%
0%
Total Older Younger

Figure 4 - Account Characteristics per Age Cohort

% UNICEF. (2023). Connected, Engaged and Empowered? — A Landscape Analysis of Young People’s Participation in Thailand.

Bangkok: UNICEF.
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Reporting and blocking, however, are not always
driven by fear. For some, it's also a sense of
responsibility. As one girl, 18, shared: “Aa311s10719
2:10uBnkiivAunsI8wALG...msisdonio:s1gv1usf
Aasndunvidonia wsr:Bumsdoviuliliauduiu”
("I might be helping them... reporting is a good
choice because it stops others from seeing it").
This shows that for some, digital safety is also
about building safer online contexts for all, not
just protecting themselves.

These findings show that hard skills like blocking,
reporting, and managing privacy settings are
generally used and understood by young people
in Thailand. These technical competencies form
the scaffolding of digital self-protection. However,
some gaps remain in hard skills, for instance
many of the young people cited “forgotten
passwords” as one of the top three reasons for
why young people have multiple accounts. But
overall good hard digital skills are observed. Why
then are young people not consistently choosing
the safest options? The answer lies in the less
prioritized soft digital skills.

On their own, the hard digital skills cannot
account for the ongoing, nuanced choices
young people face in digital environments. Many
young people lack access to explicit education
to support the development of their soft digital
skills. Yet there are signs in the Leaked data
that these do develop organically with age and
experience of online contexts even without that
explicit guidance. The problem with this trend is
that younger, more naive users are vulnerable
before they strengthen these soft digital skills. As
already noted, younger age cohorts are where
police and support services are increasingly
seeing serious harm occurring. An NGO Leader
shared her experience: “1dgatiauraon Lulldun
raonindusunduniriton kSodusunouvarsuds ud
WhKW1gAD U.5 U.6 1.1 FogotDurucaase « aglas ko
wiudnanisaiifudisoe udasudlulunguitAriinns
ussnwwovldn Gndsulknifiongdudu q 7 (“These

days, predators aren't just targeting older teens
who are already physically developed. Their
targets are much younger e.g. kids in Grade
5, Grade 6, or early secondary school. These
children still have very childlike bodies. In some
of the cases we've worked on with the police,
where we've accessed groups that share images
of children, most of the kids involved are just in
their early teens or even younger, around 10
years old.”) (K-2304-13).

Research has shown that young people
generally only fully trust online interactions with
people that they also know in the real world,
because they can fully verify their identity and
assess their intentions.?® In the survey, we asked
all young people how acceptable it would be if
an online friend turned out to be different from
who they said they were, such as being older, a
different gender or nationality, or using a fake
profile photo. We used a scale from 1 (“not at
all likely”) to 10 (“completely likely”). Across all
scenarios, the average ratings were low (below
3.5) meaning most young people viewed these
kinds of deception as unacceptable. The most
unacceptable was using a fake profile photo
(average score 2.8). However, older participants
and boys tended to rate these situations as more
acceptable than younger participants and girls,
which could suggest that as young people grow
older, they become more used to or tolerant of
such deceptions.

This protective cautiousness was also prominent
for private online chats. Respondents were most
willing to chat privately with friends under 18 that
they already knew offline. They were least likely
to engage in private chats with unknown adults
or people whose age was unclear. Forty percent
said they were ‘very unlikely’ to have private
chats with adults they only knew online.

This affects a broader trend, where young people
tend to assess the risks of online interactions by
comparing them to the safety and familiarity
of their offline environments. While they are
generally cautious with online-only connections,

2 Third, A, Kennedy, U, Lala, G, Rajan, P, Sardarabady, S. & Tatam, L. (2024). .Young
and Resilient Research Centre, Western Sydney University and Save the Children.
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especially those with no mutual friends or
verifiable context, they often perceive strangers
met in real life as more threatening than those
encountered online. This shows a nuanced
understanding of risk, where the online—offline
distinction is less about platform and more about
perceived control and familiarity in the personal
interaction.®® Explicit education that reinforces
these instinctual responses would easily fortify
these organically occurring soft digital skills.

However, risk behaviors are also observed as
emerging from early ages, and this organic
caution was not evenly distributed across age
groups. Younger respondents (aged 9-13,n=979)
showed greater willingness than older teens to
chat privately with people whose age they did
not know. This was measured on a 10-point scale,
where 1 meant “not likely at all” and 10 meant
“very likely.” On this scale younger respondents
gave an average score of 3.18 for chatting with
someone of unknown age and 2.68 for chatting
with an adult known only online. This highlights
an important shift: while older youth may be
more exposed to digital risk, riskier contact
patterns are already forming early. It challenges
the assumption that online grooming is primarily
a risk for older adolescents. For younger children,
especially those navigating digital spaces
with less experience or critical awareness, the
perceived familiarity of online interactions can
mask imminent threats. Research supports
this concern, noting that although children are
generally aware of the risks of engaging with
unknown individuals, many still do so driven by
curiosity, social needs, or a desire to expand
their networks. Children in this age group often
value friendship and excitement and tend to
make rapid decisions about which risks feel
acceptable. While this may reflect growing digital
agency, it can leave younger users vulnerable to
manipulation before they have developed the
nuanced soft skills required for safe navigation
of online spaces.®

This concern was emphasized by a government
social worker who noted that “onwanniu

®  Third, A, Kennedy, U, Lala, G, Rajan, P, Sardarabady, S. & Tatam, L. (2024).

onguoviGnozogius:uru 8-11 U Julusivony 15 U7
(Children who engage in producing and sharing
nude images are often between the ages of 8
and 11 and not more than 15 years old” (K-0110-
06). NGO staff concurred; “is1fusnGnongioy
av 2:1RUtag3191n v.Ua1e narglu u.au uazo199:fv
Us:au AouU.5 U.6 ua:zu.1” (“I have witnessed a shift
in the age of victims, from high school students
to those in middle school, and now increasingly
among primary school students in grades 5 to
7") (K-2304-13).

We saw a similar pattern of cautiousness when
exploring how young people described their
willingness to share different types of content
online. Respondents of the older cohort (n=937)
reported that they share non-sexual photos
and videos far more frequently than sexual
ones, especially with friends known offline. When
asked to rate, on a scale from 1 (“not at all likely”)
to 10 (“very likely”), how willing they would be
to share sexual content with different types of
recipients, the average score remained below
2.2. In contrast, non-sexual content received
much higher ratings, especially among younger
teens, with a peak mean score of 6.52 for sharing
with friends who are under 18 and known offline.
These patterns were also seen across the older
cohort, with younger respondents in that group
reporting slightly higher willingness to share
non-sexual content.

I

.Young

and Resilient Research Centre, Western Sydney University and Save the Children.

¥ Third, A, Kennedy, U, Lala, G, Rajan, P, Sardarabady, S. & Tatam, L. (2024).

. Young

and Resilient Research Centre, Western Sydney University and Save the Children.
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Taken together, these findings show that many
young people, especially the older they get, are
not only aware of digital risks, but also have
hard and soft digital safety skills and are actively
using them. They are setting boundaries, asking
questions, and choosing who to engage with

and how. Their approach to digital safety is not
simply reactive but reflects a broader sense of
agency. There are opportunities to build on these
skills and influence young people’s decisions to
deploy them, particularly in terms of reinforcing
— and explicitly teaching - soft digital skills.

Likelihood of Sharing Sexual Content and Non-Sexual Content

(Mean score of 10-point scale)

6.52

3.48
2.84

1.35 134

2.22

=== Sexual content
=== Noh sexual content

The question on sharing of sexual content
was only posed to the older cohort

2.45
1.42 1.7

1.33 1.29

Friends below 18 An adult | know offline

I know offline

Share publicly online

Friends below 18 | An adult I know only
know online online

Someone whose age |
don't know

Figure 5 - Likelihood of Sharing Sexual Content and Non-Sexual Content

Digital safety isn't just about preventing harm; it's
also about grappling with the ways that online
engagements reflect and shape our identities.
Therefore, from a digital safety perspective, we
also need to go beyond perceiving young people
only as consumers of technology - with safety
approaches focused on building walls between
them and malicious outsiders. Young people
are active participants in online life; they are
content creators and curators of their own digital
identities exercising agency and navigating
complex environments shaped by visibility, peer
dynamics, and platform design. This has both
negative and positive implications for safety
education.

Many of the decisions young people make online
— particularly when to comes to what to post
and share - are shaped by complex social and
emotional pressures that go beyond what current
digital safety trainings are preparing them for.
In the qualitative discussions, participants also
demonstrated an awareness of the complexities
of these settings and often recognized the
difference between what is real and what is

‘performed’. One 15-year-old girl reflected on the
divide between her online and offline life, saying,
“liwkdouniu  yunasUluTsiduanudiavseilikdoundd
(“It's not the same. Even my social media photos
aren't like real life”).

But even when young people are aware of the
context and exercising caution, their choices
are still made within commercial platforms that
exert influences on them. Platforms are very
much designed to reward visibility, popularity,
performance and engagement.3 Among young
people in our survey who maintained publicly
accessible online accounts (n=1615) rather than
using privacy settings to restrict visibility, 30%
said they wanted to be seen or show the world
who they are, and 17% said it was because they
wanted to become popular or famous. Girls
(n=843) were particularly likely to cite visibility
as a reason for maintaining a public profile.
Thirty-four percent of girls with public accounts
wanted to be seen, compared to 23% of boys.
This demonstrates how social media visibility
becomes entwined with identity and self-worth,
particularly for girls aged 14 to 17.

52 van der Hof, S, Lievens, E., Milkaite, I, Verdoodt, V., Hannema, T, & Liefaard, T. (2020). The Child's Right to Protection against
Economic Exploitation in the Digital World. The International Journal of Children’s Rights, 28(4), 833-859.
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Younger teens were more likely to be unaware
or indifferent to their privacy settings with the
highest levels of uncertainty amongst the 9 year
olds (43%, n=32%) and the lowest levels amongst
the 17 year olds (3%, n=7), suggesting that for
many, public exposure is either unexamined or
normalized, a reflection of how online platforms
have influenced our norms.

Constant online ‘self-presentation’ offers both
opportunity and pressure. Onthe one hand, digital
spaces can provide connection, affirmation, and
freedom, especially for those who feel unseen in
offline life. On the other hand, this pattern fuels
social comparison, appearance anxiety, and the
relentless need to engage via platforms and stay
relevant.¥”

This culture of performance carries risks.*® More
than half of the older cohort (56%, n=520) said
they would reply to a stranger offering to help
grow their account if the person’s account
was verified. Others said they would reply if the
stranger had mutual friends (40%, n=377) or
appeared to be a professional adult (37%,n=345).
These findings highlight how digital credibility
cues emphasized by platforms as legitimate
safety features - like the blue tick, follower count,
or tone of professionalism - can override young
people’s initial instincts to exercise hard and
soft digital safety skills regarding caution. This
is not necessarily a bad thing in isolation, but
cumulatively these experiences can erode self-
protective impulses.

For many young people, the desire for popularity
online is a strong drive. It reflects deeper social
and psychological motivations in humans that
reward visibility, connection, and affirmation.3
Around one-third of young people in our research
expressed aspirations to become influencers
themselves or to grow their audience by being

associated with popular accounts. Thematic
open-text answers from our survey illustrate this
powerful drive toward recognition:

o “gyanlhAuduiRucHauvavdau” (“I want others
to see the real me,”)

“Walkunnadu As1liigdnaunsngmsiadoulkovow
« 15714 TaslidovdaunisiButdou” (“So unknown

others can see my posts without being
. friends online,”)

“ws1zagnlKuIAUNDYINSININCIISNTUTASKUN
agvly tRawrsawwigld” (I want people to
see what | look like.”)

This desire is certainly shaped by how online
platforms reward engagement, often equating
attention with success. Persuasive design
features also mean that young people’s
engagement is being further shaped by a
range of further subtle, psychological nudges.
For example, variable reward schedules can
be manufactured by platforms through the
manipulation of post visibility, social comparison
metrics like public follower counts, and the
dopamine rush of going viral can reinforce
behaviors even when they may contradict self-
protective skills and impulses and compromise
privacy or wellbeing.#

In this context, the line between grooming and
marketing, between friendship and branding,
can become blurred in these situations. Young
people may not always recognize when a
seemingly legitimate offer masks predatory or
exploitative intent. The influencer culture that
dominates platforms like TikTok, YouTube, and
Instagram often reinforces the idea that being
visible and desirable is a measure of worth. This
can place pressure on young people, particularly
girls and LGBT youth, to engage in performative
behaviors online in exchange for attention,
approval, or connection.

7 van der Hof, S, Lievens, E., Milkaite, I, Verdoodt, V., Hannema, T, & Liefaard, T. (2020). The Child’s Right to Protection against
Economic Exploitation in the Digital World. The International Journal of Children’s Rights, 28(4), 833-859.

38 Livingstone, S. (2008). Taking Risky Opportunities in Youthful Content Creation: Teenagers’ Use of Social Networking Sites for
Intimacy, Privacy and Self-Expression. New Media & Society. 10.

30 BUttner, C. M,, Lalot, F., & Rudert, S. C. (2023). Showing with whom | belong: The desire to belong publicly on social media.

Computers in Human Behavior, 139, 107535.

40 van der Hof, S, Lievens, E., Milkaite, I, Verdoodt, V., Hannema, T, & Liefaard, T. (2020). The Child's Right to Protection against
Economic Exploitation in the Digital World. The International Journal of Children’s Rights, 28(4), 833-859.
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SEXUAL
CONTENT

ONLINE INFLUENCE AND YOUNG
PEOPLE’S SEXUAL DEVELOPMENT

Children undergo many complex changes as
they grow, develop capacities, and mature into
responsible adults. Sexual development is part
of this process and is shaped by physical and
psychological characteristics of the individual
in tandem with cultural, familial, and societal
contexts around them.# As technology and
online contexts increasingly feature in their lives,
these influences must also be accounted for.

What young people see or learn online about
sex and sexuality can clash with what adults in
their lives tell them, if they're told anything at all.
In Thailand, there’s a strong culture of silence
around openly discussing sex.* A commonly
cited Thai proverb, ‘213 Twsvlins:son’ (literally,
‘do not point out the hole to the squirrel, meaning
‘do not show the way to wrongdoing’), reflects
the parental concern sex education might
inadvertently encourage sexual activity, as an
interviewed NGO staff member noted (K-1009-
01). Consequently, social norms (and taboos)
surrounding discussions of sex and sexuality
contribute to a culture of silence that prevents
children from seeking help when they encounter
harmful sexual experiences online. “1Gnnaiio:
gnadwinnde:ldsuaciudrewmds” (“Many children
fear being blamed rather than supported,”) a
social worker noted (K-1209-03).

Comprehensive sex education is also limited

in most schools. As a young person from our
consultation putit: “AaslsviSsuibunsnnisaouludsl
innluladkdoguanuindsndorlildwudu Enoroo:ly
Tdwnlovuradu” (“I think the school has included
teaching in technology or health education
subjects, but the content is not intensive.
Children may not understand it that much.”).
Although the Thai government has encouraged
schools to offer comprehensive sex education,
the implementation of such programs varies
significantly depending on the individual
school.#® A UNICEF report found that of the
government-suggested topics, those most
likely to be addressed were the health-related
aspects, such as “reproductive organs,” “how
pregnancy occurs,” and “sexually transmitted
infections.” In contrast, topics within the domain
of “sexual rights and citizenship” such as “good
touching for showing care and love” were less
frequently covered. The report noted that many
teachers emphasized the risks and negative
consequences that can occur from a concern
that highlighting the positive dimensions might
encourage students to engage in sexual activity.
As a result, the curriculum often prioritizes
warnings and deterrents over a balanced and
comprehensive perspective.*4

It is not surprising that the Leaked data illustrates
that many Thai young people are learning
about sex online. Sometimes out of curiosity,

4 Livingstone, S., & Mason, J. (2015). Sexual rights and sexual risks among youth online: A review of existing knowledge regarding

children and young people’s developing sexuality in relation to new media environments. EU Kids Online, London School of

Economics and Political Science.

42 pychakanit P, & Rhein, D. (2022).
Culture 26, no. 1: 116-135.

" Sexuality &

a3 Napamas Srikwan, PimpapornKlunklin,Kasara Sripichyakan, Decha Tamdee, Sumalee Lirtmunlikaporn, Saifon Aekwarangkoon.
(2024). Implementation of Comprehensive Sexuality Education in Primary Schools in a Province of Northern Thailand. Pacific

Rim Int J Nurs Res. Vol.28, No.l, January-March 2024. pp.53-70.

4 Ministry of Education and UNICEF. (2016).
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sometimes to seek health-related information,
and often because digital spaces have become
a natural extension of where their relationships
and identities are taking shape. This becomes
especially clear when we look at the kinds of
activities young people engage in online in the
following data.

While most respondents said they use the
internet for entertainment and relaxation (77%,
n=1482), a significant number also reported
going online to socialize with friends (61%, n=1170).
During a youth consultation, an 18-year-old girl
described how “Wuiioulunuuinnirgunasoviov
1n30” (“During COVID, | spent more time with
online friends in games than with my parents.”)
This sentiment was echoed by the headmaster
of a school in Chiang Rai Province, who observed
that children today often spend more time in the
online world than they do engaging with adults,
whether parents or teachers. “is1dovgousuin
wanidnlinugooouladivinnifénlinugtke Ty
319:10uwowikSans a:tfun'lso:li'oahqomsolfu Wugu
AsaunsauBovdrAty” (“If we wish to intervene or
redirect this trend, | believe the effort must begin
with strengthening the family foundation.”) (K-
1305-16).

Over a quarter of all respondents (27%, n=524)
said they use the internet for dating or building
romantic relationships. One 18-year-old girl
described how experiencing her romantic
relationship online is simply part of her daily life:

“lstovhduwusaulad... usainaanu” (“I have had
an online boyfriend.. we chat and video call.”).
An 18-year-old boy shared his perception that:
“uoUrnfoglugdaus=Sriuvavist  uddufionoo:iaud
$H5msldngndovuaslig WluBos o TaslildAao:Ts”
("Dating apps are part of everyday life now, with
some people approaching them cautiously, while
others engage with less discretion.”) (K-1706-18).
Sexual exploration among young people is also
reflected in their use of online dating platforms
and the sharing of intimate images. “i1Gnagni
Uszaumsainowa  avstwikildorniansoulad Gn
o1v9:aglunisiifuquavavwoujaasa MsAw9:lU
nagouniswaduwusdoiilila  Jvdovlulggoonio
ooulau” (These behaviors may be influenced
by the limited opportunities for in-person sexual
experiences, as many young people are closely
monitored by their parents); (K-1209-02) one
NGO leader observed.

A smaller, but still notable proportion of all
respondents (18%, n=345) reported that they go
online specifically to seek advice or guidance
about relationships and sex. One 18-year-old girl
in a youth consultation described the kinds of sex
and relationship issues that young people turn to
the internet for: “UsnuBovmisonkin Tautn nsrfiov
faudy” (”They ask for advice about heartbreak,
being ghosted, getting pregnant early.”). Being
online provides a space to explore questions that
feel too uncomfortable or taboo to speak about
in real life with parents, teachers, or even close
friends.

Gender Breakdown of Young People’s Online Activities

Entertainment and relaxation

Socialising with friends and family

Online lessons and homework

Dating and building romantic relationship

Creating own content

Seeking supporting and guidance

2%

Other 4%

15% . Female

76%
80%

67%
53%

49%
37%

30%
24%

29%
18%

19%

. Male

Multiple responses permitted (n=1916)

Figure 6 - Gender Breakdown of Young People’s Online Activities
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EVERYDAY EXPOSURE AND THE
NORMALIZATION OF SEXUAL CONTENT

While some young people actively search online
for answers about sex and relationships, others
come across sexual content inadvertently
through their engagement with the platforms
they use daily. The boundaries between learning,
entertainment, and exposure are often blurred.
Responses indicate that young people aren't
necessarily going online to look for sexual
content, but that it is being fed to them as a
result of algorithmic recommendations on the
platforms they use. This exposure is often passive,
unintentional, and shaped by a range of factors.

An insight from the survey data is that young
people define “sexual content” quite broadly.
They consider sexual content to extend beyond
explicit images or videos of intercourse and fully
nude images. Respondents also included audio
that sounds sexual (like moaning), sexual health
information or anatomy diagrams, partially
undressed bodies, written sexts or romantic
fiction, and even fully clothed individuals
in sexually suggestive poses. Interestingly,
examples of the above that involve women (51%,
n=478) are more likely to be considered sexual
content than the same examples involving
men (45%, n=421). Female respondents were
significantly more likely than males to consider
a wider variety of content as “sexual” (these

45

questions were only asked of the older cohort).

Algorithmic recommendations are feeding
sexual content to young people on the platforms
they use. While they don't allow explicit
content, platforms like TikTok, Instagram, and
YouTube do promote sexualized content (that
meets young people’s definitions of ‘sexual
content’). The automated architecture of these
platforms (algorithmic recommendations to
feeds, autoplay features, and viral content
promotional loops) plays a central role in what
young people see. Sexuadlized content is often
amplified because it performs well within these
engagement-driven systems#® Viral sounds
(like @ooduavu - T.0.N) and correlated ‘sexy’
dances motivate young people to replicate the
dances in their own content as it has higher
likelihood of algorithmic promotion and thus
visibility and engagement. Furthermore, young
people described encountering viral trends like
“bombing,” in which unsolicited nudes are sent
using encrypted or disappearing messaging
features. As one 18-year-old girl explained, “lvTio§
Bovinsudiugunbunisurssba... dosululodlkifuun
souldud” ("l just learned about the teen trend of
‘bombing’—sending a nude on IG that can only
be viewed once.”).

What Constitutes Sexual Content for Young People?

Picture or video that shows sexual intercourse or other explicit activities
Picture or video of a fully undressed girl/woman

Audio recordings that are sexual in nature, such as moaning or explicit dialogue

Informational content related to sexual practices, contraception, or sexually
transmitted infections, which may include diagrams or illustrations

Picture or video of a fully undressed boy/man
Picture or video of a partly undressed girl/woman
Written content that is explicit or suggestive, such as sexting or light novels

Picture or video of a partly undressed boy/man

Picture or video of a person that is clothed but posing in a sexually suggestive
way

Other (Please specify)

68%
51%
51%
45%
45%
38%
38%
33%
28%

o This question was only posed to
2% the older cohort (n=937)

Figure 7 - What Constitutes Sexual Content for Young People?

5Rights Foundation. (2023).
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Young people’s reported exposure to sexual
content varied significantly depending on the
platform/game being used. The most common
sources were Facebook (65%, n=1245), TikTok
(57%, n=1097), and YouTube (48%, n=910), which
also happen to be the platforms with the highest
usage rates among respondents (over 95% for
each). Although fewer respondents reported
using Twitter (58% overall usage), a striking 80%
of those users had encountered sexual content
there. Across all 18 platforms and games listed in
the survey, some level of sexual content exposure
was noted.

Exposure patterns also differed across age
groups. Younger respondents reported higher
exposure on platforms like YouTube, Roblox,
and Free Fire which are platforms that are
often considered more child-friendly. Older
respondents were more likely to encounter sexual
content on Twitter, Facebook, Instagram, and
Discord. This suggests that exposure is not limited

to traditionally ‘risky’ platforms but is embedded
even in spaces widely used by younger children.
This trend was underscored by the account of an
18-year-old informant participating in Leaked,
who reflected on her experiences with content
on YouTube:

“lugnu  Wonoo=Aa3ndunousssualslkun:  ucidui
ok 1du GTA KEomoulnudndoukauuin q Av 9 AU
govwovldn WwWwiuofuiny udniswavovwr@oaunsn
WdreAlky q wWokforduwe Warauaviifenu
o3udswA Kk§anwnlgluan  udriwdugovidovnis
daarandudikuigGngre” (On YouTube, there
are many channels made for kids that adults
might overlook. Some of these channels actually
include inappropriate content, like reviewing
GTA games. The creators sometimes use slang
or new words that hint at sexual stuff. They even
use language from prisons that talks about sex
or violence. The problem is that these channels
are made to attract kids.) (K-1706-19)

Exposure to Sexual Content on Apps, Websites and Games

Facebook 31%
TikTok 39%
Youtube 50%
Twitter 12% 47%
Pornography sites 7% 4%
Instagram 45%
Facebook Messenger 59%
Line 59%
FreeFire 50%
ROV 45%
Roblox 50%
Discord 22% 20%
Other dating apps 12% 12%
Oomi 17% 1%
Tinder 16% 6%
Telegram 7% 5%
Twitch 18% 4%
Snapchat 18% 4%

EZMatch 7% 2%

0% 25% 50%

65% 4%
57% 3%
48% 3%
2% More than1/3
respondents have
53%
been exposed to
sexual content
40% 16% through these
(n=1916)
37% 4%
27% 14%
23% 27%
22% 33%
21% 29%
57%
76%
2%
7% No
78%
Yes
78%
"
T Idon't use
81%
75% 100%

Figure 8 - Exposure to Sexual Content on Apps, Websites and Games
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User-uploaded sexual content is likely one of the
most common forms of sexual content young
people encounter online. This is content created
and shared by other users including peers and
other adults. Aligned with young people’s broad
definitions of sexual content, it can appear in
comments, live streams, group chats, private
messages, fan forums, and multiplayer game
interactions.

Youth consultation made clear that exposure
to sexual content through online chat groups
is commonplace. This can include fandoms, or
other sub-culturally relevant forums. A 15-year-
old girl explained, “wioulaudolulunduiussau
l§=0\)U00§Uﬂ'}WTUlU509” (“A friend was pulled into
a group where nude images were shared.”).
Another 15-year-old girl shared, “DaAudoniw 18+
urtutnu ﬁoﬁ'hjg;ﬁnﬁu” (“someone sent me an
18+ picture in the game even though | didn't
know them.”), illustrating how unsolicited sexual
content shows up during ordinary digital activity.

Young people are also being exposed to
sexual material through targeted advertising.
Ads for dating apps were noted during youth
consultations. As one 15-year-old girl shared:
“auvitaulodrdodnaanfiiiluvuiuoukig  wnf
goudswnlu aousnausvlv” (“Sometimes when
using IG or TikTok, there are ads for dating apps
that even teach you how to join and use them.”).
A 15-year-old boy explained that targeted
advertising is one of the main reasons primary
school children become aware of dating apps.
“OuwsrTusan  ogrwatiduny  Twsanio:w
ld Aououkifwosuiniagasu munldiilbunivivow
Gl uddbidnidwnuwo: udstuwanisouluaguun
uaUAKIs1eldonmsiGunulild  wiessuTuuuwo
wusaeld wurgnalugog sfiduaiud 9 7 (“It's
mostly because of the ads. Like, when | play
online games, especially the less popular ones—
I've seen a bunch of ads for dating apps pop
up. It happens pretty often. | think those game
developers allow dating apps to advertise so
they can make more money. The ads show up
while you're playing, and sometimes they're kind
of hard to skip.”) (K-2106-20).

In other cases, sexual content is embedded into
the apps directly through gameplay or in-app
features. A 15-year-old boy referenced Grand
Theft Auto (GTA): “nu GTA fsadusnlUfaniun

olposuazldusnisfio=tRu” (“In GTA, if you drive to
certain red-light areas and use the service, you'll
see it.”). Two further young people (female and
male, 18) in our consultation confirmed that “1{u
wWioknowAtunuld wu Tu ROV [Arena of Valor] 9=
Jusakludoniudy 18+ KSaAnmw” (“You can
see sexual content in games like ROV [Arena of
Valor] through 18+ or harassing messages in
open chats.”). Another 18-year-old shared that
she learned about GTA through her high school
friends. “lv‘v’auhgéou?my_'r“i'l'smé'ﬂuﬁssuléulnuéﬁﬁu
wo:” (Most of my friends were talking about it)
she said. “lunuiichazasiauisnldusnisnoweoIn
Mazasyrivla awisnudvadilvdosla dovasiiala
Tumuﬁm‘m:lﬂofun'n_aﬁdo‘ ﬁﬁw\yoﬁéaﬁmé’amwn Uu
WukiouiovnlKislUduduldnA: kufu streamer A
wadawn 9 uddiidu GTA udrfivandnduiuaun <
uvuiA:” (In the game, players can buy sex, and
some characters wear inappropriate clothing—
or are even nude. | also didn’t like how women are
sexually harassed in the game. Players can use
an open mic to talk to each other; it’s like walking
around a virtual town. Some of the conversations
include very explicit talk about sex) (K-1706-19).

While sexual content is often discussed as

“rajurvintdulodksadn
nannﬁTuummaUmg\; wI
figoudswlu aoudaudv

'[0”

“Sometimes when using
IG or TikTok, there are
ads for dating apps that
even teach you how to
join and use them.”
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What Young People Consider Harmful Online

(Mean score of 10-point scale)

7.38

6.78 6.84 6.88

6.33
6.03

5.32

Hateful
comments

Bullying Self-harm  Violent content

Adult sexual
content

Younger Older (n=1916)

7.84

7.58
7.41 7.53 7.53

7.61

6.66

Misinformation Scams

and fake news

Child sexual Contentinvolving
content illegal drugs

Figure 9 - What Young People Consider Harmful Online

inherently harmful or extreme, our data suggests
that for many young people, it has also become
a normalized part of the online environment. As
seen in figure 9, when asked to rate the potential
harm of different types of online content,
respondents in our survey consistently scored
all items above 5 out of 10, suggesting that they
see each category as carrying some level of risk.
However, content like scams, misinformation,
and child sexual content were rated as more
harmful than adult sexual content, which
received a lower, but still notable, average harm
score of 7.06. Interestingly, younger respondents
rated adult sexual content as more harmful than
the older ones (7.39 vs. 6.71), hinting at a possible
While sexual content is often discussed as
inherently harmful or extreme, our data suggests
that for many young people, it has also become
a normalized part of the online environment. As
seen in figure 9, when asked to rate the potential
harm of different types of online content,
respondents in our survey consistently scored
all items above 5 out of 10, suggesting that they
see each category as carrying some level of risk.
However, content like scams, misinformation,
and child sexual content were rated as more
harmful than adult sexual content, which
received a lower, but still notable, average harm
score of 7.06. Interestingly, younger respondents
rated adult sexual content as more harmful than
the older ones (7.39 vs. 6.71), hinting at a possible
process of growing desensitization or increased
familiarity with this type of material over time.
These findings highlight how exposure to sexual

4 Result is statistically significant at the p <.001 level (n =1,916).

content online is not always experienced as
shocking or unusual. Instead, for many young
people, it is embedded in the platforms they use
most, shaping and reflecting the digital norms
they navigate every day.

Interviews with experts underscored the
normalization of sexual content among young
people. A police officer from Thailand Internet
Crime Against Children Taskforce noted, “Is189a
didefdov q wWluldou ITKIRuagudrdninistngnw
Adanuru:T0WEos  wifilasuoviududoounda TWld
@oo:ls Wuwidovnrlg” (Through these platforms,
young people are frequently exposed to
sexualized content, which can lead them to
perceive such behavior as normal or acceptable,
simply because it is so prevalent online) (K-1704-
12). Experts further observed that young people
may imitate what they see online—whether it
be celebrities and influencers wearing revealing
clothing or content encountered on pornography
websites (K-1209-02; K-2603-10).

Another clear indicator of this normalization
can be gleaned from how young people react
when they encounter sexual content online.
The majority of respondents reported that they
ignore such content or do nothing (70%, n=1340),
suggesting that for many, encountering sexual
material is neither surprising nor unusual. A
smaller group said they would save the content
either to share with friends (8%, n=155), because
they found it entertaining (7%, n=135), or in rare
cases to try and recreate it (3%, n=59).
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Girls (n=1100) were more likely than boys to rate
adult sexual content as harmful, with an average
score of 7.48 (out of 10) compared to 6.46
among boys (n=805). These gender differences
were reflected in behavior: one-third of all
respondents (n=1916) said they would block (33%,
n=636) or report to the platform (33%, n=626)
sexual content when they encountered it. Girls
were significantly more likely than boys to take
protective action when receiving sexual content
from someone they did not know. Among girls,
40% said they would block the sender and 36%
said they would report the content. Among boys,
25% said they would block and 28% said they
would report. Boys were also more likely than
girls to engage with such content, with 12% of
boys compared to 4% of girls saying they would
save it for fun, and 10% of boys compared to 7%
of girls saying they would share it with friends.*®
This is especially the case when young people
received sexual images from people unknown to
them.

As displayed in figure 10, among those who had
blocked or reported sexual content, 71% said they
were most likely to block or report accounts of
people they didn’t know at all. While this illustrates
a reasonable awareness of the risks posed when
such content is coming from unknown sources,
the far reduced likelihood towards blocking
sexual content from known accounts is a
concern. For the young person, this content and
these interactions may still be uncomfortable
and unwanted, but their uncertainty or fear of
upsetting or offending known others could be
contradicting their instincts or digital skills and
their best interests in terms of digital safety.

Together, these findings paint a picture of young
people who are increasingly navigating a digital
environment where sexual content is ever-
present, but certainly not universally welcomed
and is frequently even being fed to them despite
them not active seeking it. While young people
appear to have grown accustomed to seeing
such material, the fact that so many still take
steps to avoid or report it, especially when it
comes from unfamiliar sources, shows that young
people are still fighting to maintain a boundary
with the pressure towards normalization.

I

Types of Accounts
that Young People Block

. Accounts of people | only know online
. Accounts of people | know offline and online

It makes no difference if | know them or not

Accounts of people | don’'t know at all

This question was only posed to the older cohort who have
blocked/reported accounts online (n=412)

Figure 10 - What Young People Consider Harmful Online
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SHARING AND
ENGAGING WITH
SEXUAL CONTENT

PATTERNS OF SHARING SEXUAL CONTENT

Survey items regarding sexual content were
only posed to the older cohort. These items were
intentionally constructed for respondents to refer
to observed behaviors within peer groups, rather
than self-reporting their own behavior. While this
is less specific data, it was felt it would lead to
more honest responding.

A sizable proportion of the older cohort were
aware of peers who had shared sexual content -
which included general sexual content and self-
generated content. One-third of respondents

(34%, n=323) said they knew someone at their
school who had sent or received some form of
sexual content in the past month. Receiving
this content was more frequent than sending.
Unsolicited receipt of self-generated sexual
content was the most commonly reported
(18%, n=164), followed closely by the sending
or reposting of sexual content of an adult (17%,
n=162). In contrast, behaviors indicating intent,
such as pressuring others to share, trading
sexual content, or live-streaming sexual content,
were far less common as figure 11 below reflects.

Knowledge of Peers Sharing Sexual Content

None

Receive or get sent photos or videos that are nude

Sent or shared photos or videos of an adult who is
nude to others

Send or share photos or videos of another kid that is
nude to others

Share links to websites or online content that
contain nudity

Become members of closed (chat) groups that
discuss sex and exchange sexual contents

Engage in sexting or sharing sexually explicit text-
based messages

Send or share photos or videos of themselves that 7%
are nude to others
Used Al to create or share deepfake videos or 6%
images with nudity
Have nude photos or videos of themselves shared 4%
or leaked without their permission
Share or trade nude photos or videos in exchange 4%
for something (e.g, money, favors)
Pressure others to send or share nude photos or 4%
videos
Livestream or let others see themselves naked 3%

during a video call

66%

18%

17%

10%

9%

Multiple responses permitted.
This question was only posted to the older cohort (n=937)

Figure 11 - Knowledge of Peers Sharing Sexual Content
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Within this prevalence indication, there were
a range of small differences. Some gender
differences were evident, though a pattern was
not consistent. Boys were slightly more likely than
girls to say that they knew someone who had
sent or received nude images with 21% of males
(n=82) saying they knew someone who had,
compared to 15% of girls (n=78).4” Boys were also
more likely to report peers who had shared sexual
content depicting adults (20% vs 15%)*, while
girls were slightly more likely to report awareness
of peers sharing nude images of someone under
18 (1% vs 9%).° Regardless of the differences,
roughly one in five young people reporting they
knew someone who had shared such content is
a higher proportion than was expected.

Among LGBT respondents (n=258), the reported
prevalence of these behaviors was higher still:
44% of young people who identified as LGBT said
that they knew someone at their school who
had sent or received nudes in the past month,
compared with a prevalence of 31% amongst
non-LGBT respondents.®°

A fascinating finding was that self-reported
account settings correlated with differences in
reportedexposuretosexualcontent.Respondents
with public account (n=410) settings were
significantly more likely to be aware of sexual
content being shared among peers. Forty-one
percent (n=170) of the respondents with public
accounts said that they had encountered
sharing of sexual content amongst their peers,
compared to 29% of those with self-reported
private settings (n=143).%"

Young people with public account settings
are much more likely to be approached by
unknown people online — simply because they
are visible to strangers. As already presented
in earlier data, many young people purposely
choose public settings for a range of reasons -
like growing their follower count, and increased
chance of interactions with their content. And

4 Result is statistically significant at the p < .001 level.
48 Result is statistically significant at the p < .05 level.
49 Result is statistically significant at the p < .05 level.
%0 Result is statistically significant at the p <.001 level.
& Result is statistically significant at the p <.001 level.

given the high levels of hard digital skills, its
likely they are making this choice with some
knowledge of the greater risks. Yet it is likely they
are not fully aware of the extent of the risk. Experts
in the interviews consistently noted the sheer
numbers of approaches being made to these
young people — to the point where it's almost
somewhat expected. Interviewees reported a
range of examples — like frequent promises of
financial compensation for images or invitations
to meet in person (K-0605-15).

WHY DO YOUNG
PEOPLE SHARE
SEXUAL CONTENT?

While there has been frequent expert analysis
of the reasons for these behaviors, the Leaked
survey is somewhat unique in having asked
young people what they think are the reasons
that their peer group are sharing sexual content.

Their answers paint a very diverse and
complicated picture. What emerged are
different motivations shaped by a number of the
contextual factors presented already in earlier
data: seeking visibility, connection, reward and,
sometimes, just what felt normal in that moment.
Of the 323 who reported that they knew someone
who had shared sexual content at their school, six
core drivers came up: to be seen, to earn, to feel
good, to show trust, because they were tricked, or
because everyone else was doing it.
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The most frequent reason was visibility. Nearly
half (48%, n=155) of respondents who said they
had been sent sexual content said they believed
that the person who sent it had shared it to
gain likes, followers, or increase their audience.
This aligns with earlier findings where young
people with public settings on their accounts
said their reason for going public were things
like ‘to be seen’ or ‘to show who | am’ or wanting
to become popular or famous. In digital spaces
where attention can quickly translate into status,
nude-sharing can be framed as a shortcut to
recognition, especially by those already more
exposed to such behaviors from the accounts
in their feeds (that they follow or are being
algorithmically fed to them by platforms). This
suggests a growing normalization of nude-
sharing as part of being seen, accepted, or
desirable online.

These findings are consistent with the views
expressed by frontline experts. Gaining
interactions and followers on social media is
perceived by many young people as a form of
acceptance and belonging. “iGnaganlasunis
aaus‘uua:amnl'f]us'roursfiouaonsju” (Children want
to be accepted and be part of the group) (K-0710-
07). A counseling psychologist noted, “UGnsdn
D'm“olaoﬁqiumlﬁ'alds“umwauh” (Children feel
they are valued when they receive interest) (K-
0904-11). An 18-year-old informant reflected: “i
wiouuazsutioviavniwyavavauton  ouuldassuiwn
wWIUaNIWIdoVNISNNSEOUSU GovnisAduauld Fon
wravluile wifililddosninauduu: wifiiadugilelu
sUSI0YOVAUIDY  LCINISUEAV9IND1DDUINANUAWSDY
TUdw Aoligdrwananuuiosificalsgudme Auranin
A2WEIUISOUAzTAIUNAIUTAVDN 1CiF10199:8v i)
wunksoTomalkwnlduaavoon  widviEontdsaduio
WKTdn1sgousuondoau” (Some of my friends and
younger acquaintances have also shared nude
images. When | asked about their motivations,
they said they were seeking acceptance. They
felt confident in their bodies but had not fully
considered the potential consequences. These
individuals are talented, yet they lack sufficient
space and opportunities for self-expression. As a

result, they engaged in this behavior as a way to
attract attention.) (K-1706-18)

Staff from Childline Thailand, which provides
support to both children active online and those
residing in its drop-in center, have observed that
vulnerable children, particularly children who
have experienced neglect or a lack of emotional
support within their families, may see their bodies
as one of the few ways in their power that they
can express or receive love. Consequently, some
may engage in the sharing of intimate images as
a way of gaining attention, validation, or a sense
of connection that is missing in other places.
As one Childline staff member explained, “They
want love but have nothing else to show apart
from their body. Their perception is that they will
be accepted when they show their bodies to
other people” (K-0605-15).

Forty-five percent cited money, gifts, phone
credits, or in-game perks as motivations for
sharing self-generated sexual content. While the
items didn’t specifically ask about commercial
exchange, the idea of self-generated sexual
content-as-currency came up strongly in
consultations. A 15-year-old girl described the
link between gaming status and nude-sharing:

“astautnuoaulatoudatnuiundonnudoan  suen
ae1nlaoenid onluldiviny W@uafiu Jvgouny
nw thgaadiiiouaniou” “Being addicted to online
games brings jealousy and desire; wanting
things, wanting money to top up games or buy
skins. So, they agree to take photos or videos in
exchange for money.” This perspective aligns
with the experiences shared by a government
social worker who noted that when young
people want to play online games but cannot
afford to level up, they may go to great lengths
to obtain virtual items, and they feel pressure to
keep up with others in their gaming community.
Progress in games often requires tokens, coins,
or other in—-game currencies. “wutRusiuwaawasy
nuiuduikboususukioniGninluassu Suiu aso
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AMUFUWUS KEOUTWARTYAU  1WUAUKTVOI99:UDNI
laavovduinduudous fluaavovisagolivgudn”
(" see them (gaming platforms) as a kind of
social community, where children can chat, flirt,
socialize, and compete with one another. For
example, they might say, ‘My level has increased,
why are you still at the same level?”) (K-1006-17).

The connection between the pursuit of social
media popularity and the desire to earn income
was highlighted by an 18-year-old informant.
As she explained, “kyAa3tendsulnedovnisiun
gousuludolsiBoa [UiGe] 291nlgfiamuiga: 9 wail
gaamuo:  fiawisnsiaumla  lasudodeidusu
Wuvov gnUgncJocToan:)'IUIz‘s’o:i'l Tnsﬁﬁnjﬁomuwa: q
Wuaudv 1WuaudAy” (“Young people want to
be accepted on social media. If you have a lot
of followers, you can make money and get to
review products online. Many are influenced
by the idea that having lots of followers means
you're important” (K-1706-19). Her perspective
was echoed by other NGO staff who emphasized
the growing monetization of online presence
among young people: “usvavidvovnislavaalar
uazgoawoa lilguAdovnisnisgousunvdvay ucitldu
dunolugBoldovuasidunovdrs  Aomisiiatunwgda
Aadu wu draubgaomukidokbuau $rwovduA1o1o
o:dadounlianlssaumdnasordoaovnsy  Amufonn
9:[dvu 1,000-2,000 vnudr” (The drive to gain
likes and followers is not only about wanting
social acceptance, but also about access to
money and fame, which are seen as pathways
to a better life. For example, if you have 10,000
followers, product owners may reach out to you.
Just showing a product once or twice could earn
you 1,000-2,000 baht”) (K-2304-13).

Nevertheless, the desire among young people
to earn money should not be misunderstood as
greed, “mssuzwunisiaruldsivialduanunilouvu
Kiv 9199:naunuuwagwAwLIduTanvavArwidu
250 wsraztwdnAtdunurdadovmskisu  Gululs
anwlan udwieglulanuovnisiSoug wadavdula o
wisu:laudu TawSeruoslsdw 9 vukurgAIIUIWID
atuAwndu tulldaseluasoursBuidovyovmisifu
ufidu 95v 9 udardnudazauidvrordonlikijousiu” (“It
is more about pride, about achieving something,
gaining recognition, and feeling valued. Every
child has their own background. They may want
to prove to themselves and others that they are
capable, that they can become someone or
accomplish something meaningful.”) (K-0402-

08). This perspective highlights the importance
of understanding the deeper psychosocial
and emotional drivers behind young people’s
behavior, particularly in contexts where financial
independence is tied to self-worth and identity.

Forty percent said that they thought sending
sexual content was linked to emotional
motivations such as wanting validation,
affirmation, or a boost in self-esteem. Another
24% specifically said it was about receiving
compliments or feeling validated by others.
However, this assessment of why others had
shared self-generated sexual content didn't
align with their personal beliefs about the
impacts of sharing nudes. Only 3% said that
they believed that nude-sharing would boost
their self-esteem, while 48% disagreed and 13%
selected neutral. This reflects a gap between
recognizing the behavior in others and identifying
with it personally. This incongruence is a critical
point. While young people believe that others are
sharing sexual content with the express intention
to boost their self-esteem, they themselves don't
believe (or are unwilling to say that they believe)
that this would be the impact of them sharing
their own nudes. Encouraging young people to
pursue — and trust - their own thinking on this
issue above the narrative they think is held by
peers could be an effective behavior modifier.
While it seems that the peer group narrative is
that this behavior brings benefits, when individual
people are asked, they overwhelmingly say it
would not boost their self-esteem.

Particularly girls disagreed with the self-esteem
statement (88% of girls), admitting that sending
nudes would feel too exposing or socially risky.
Sharing for attention may be common, but that
doesn’'t mean it's widely perceived as affirming.

Itis evidentthat social mediafrequently promotes
idealized portrayals of life—emphasizing beauty,
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perfect body, wealth, and material success; “A1
teuuulandunasitinliAdudrAnfiunisqQarsaiisy
swhauysaiuvy lasiswialukSony woalad k3o
nisgousululanooulad  Fvikardavwadanauadvov
1&n  Aorooulovnistreniwdsucdnnuniuuloua:
ATUATYOVAIIDY” (“The online value placed on
physical appearance is reinforced through
coins, likes, and other forms of digital validation.
This environment can shape the mindset of
some young people, leading them to associate
sharing nudes with increased self-worth and
confidence”) (K-0402-08). A shelter manager
noted that some young peoplein her care appear
increasingly preoccupied with their appearance:
“NnUszaumsnivovis1 ankaniEngandnoonudaion
ufiouusvgulvognsidolFevilulsideaiids nsld
yovUITUKSONISIAULNY Gaonuhﬁoﬁlswguaagj w19:N1A
N0TIUSUSWUDVWILIN UAzINITWATNYIBOUKULDVIYN
wolaglawikionuin 1s1liuilostovussmwiial
lasunisgousuksoo:ls uduugausinwilkAudIAY
fumsAsuanuainsuonuiniga” (“The reason ‘they
feel good about themselves’ comes before other
motivations like popularity on social mediaq, gifts,
or games in my experiences. One girl | spoke
with seemed to believe her body is perfect.
She expressed pride in her figure and said she
especially liked her breasts. I'm not sure whether
she shares images for external validation, but it's
clear she places significant value on her physical
appearance”) (K-2504-14).

34% (n=109) of respondents said that they knew
people who had been tricked into sharing nudes.
Another 25% (n=80) said they knew individuals
who were pressured by someone to share. This
pressure can come in subtle forms, such as fake
profiles, emotional manipulation, or repeated
requests framed as jokes, dares, or tests of trust.
Overall, only 8% of respondents agreed that it is
“normal” to be pressured by peers or romantic
interests to share nudes. While both 8% of girls

52 Result is significant at p<0.05.

and boys agreed with the statement, 13% of LGBT
respondents agreed compared to 6% of non-
LGBT peers.5? These patterns suggest different
thresholds for what is recognized as pressure,
and while it is encouraging to see pressure is not
seen as ‘normal, it is clear that young people
are still facing a range of intersecting subtle and
not-so-subtle pressures to share nudes.

That one-third of the young people proposed
that their peers may be coerced into sharing such
images through online grooming or manipulation
is remarkable. It illustrates a much higher
awareness amongst young people of the risk of
coercionthan many child protection practitioners
tend to suggest is the case. Awareness-raising
and digital safety training frequently articulates
the need to make children aware of the risks
of coercion to share images. While 33% is not
everyone, it is a sizeable proportion of young
people who are already well aware of this risk.
In the open-text survey responses, participating
young people highlighted the risks and negative
consequences associated with nude sharing
among young people. These included:

+  “9199:laukaaniKdvniwaurvisniuasirlvuudn-
wa” (“They might be groomed to send nude
images for blackmailing.”)

«  “or0gnuuukvliindovAllid” (“They might be
coerced into doing something bad.”)

«  “msdonwidilbuzdvnlidoguds Tisro=lwdnkdo
¢led W@uwatBoaunvaundvuazauAldsuniwdu
AuRldsSumw o:lﬁcm:nuau?oamangUmwﬁulvTiu
3n Ivorvdzdvwans:nuiivkaonkadw dvcolriud
3u yuyuananligusousunarsludovlkaido
nsldgramsiBou dauynnafdunIw 0199:WUL0D
@Tirdvd thnwludaeslulanooulad fianssuony
lounlds3a” (“Sharing nudes is a bad thing,
whether children or adults, causing negative
impact to both the senders and receivers.
The receivers will want to get more images
and thus groom people, reshare images, and
threaten those who are not willing to do it
This can escalate and affect the study of kids.
For the sender, they might meet ill-intended
person who disseminate their images online,
causing shame and not wanting to live their
life.”)
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Although this reason ranked fourth in terms of
perception among young survey responses, it
was the most frequently cited concern among
frontline professionals interviewed for the Leaked
study. As a social worker explained: “ldnhdado
s wngnasadviKttguaz ussnIwaIudd TWEnnde
ne” (“Young people reporting to us are mostly
groomed to take and share photos, not children
who intentionally sell images” (K-1209-03).
Another noted: “For online cases, perpetrators are
most likely to be strangers, but for sexual abuse
cases, perpetrators are often within the circle of
trust”) (K-1209-02). This difference between the
adult workers expected motivations and those of
young people might result from the reality that
frontline staff are overwhelmingly confronted
with the serious cases in which young people are
seeking interventions and support and are thus
accustomed to seeing the worst. “dixsulasonis
Leaked l‘l’]mﬁnﬁn‘mc?o?owm uciluvruvovisn 1Gndia
dotswn Svddouandionu wsizis1dvIZovs1ovavidn
AwanuduK uasounv:iDatwsdovduusist TlGiEn
Adovs1ovovinaudu GnRnudisionduAaiulu
Tasonis Leaked ludoviawwacdmau Svawisauaav
AdwiRuldogdas: udiGaidadoagidnigiun 10u
1Gnidoviugauiddovuovautav” (“For Leaked, it is
children you went to meet. In our work, it is
children who came to us. It is different because
we listen to stories from children who encounter
problems themselves, and who are willing to
disclose—not children who retell stories of other
kids. Children you worked with in the survey are
anonymized, and they can share their opinions
freely because they know it doesn't have to be
their own stories. For children who approached
Childline, they have to be willing to tell their
stories.”) (K-0605-15)

Frontline professionals described a range of
grooming patterns through which children are
coerced into producing nude images or videos
online. According to NGO social workers “1Gnejs1g
uaavadwaulcluBoviwauInns1 Jodnozgndoadviay
AuwankuInoauladlktienwlld uazgnuudnwalu
nokav 1Enuiedegnraonlosaulii§dnivaoudabusu
WeikeOv Toguno:iBandolon ‘Wan’ AlouvovdvAun
3 ‘gurelidsrigols MikiGnguredodulodiondii
d:donmwaduvaVIEY asvAudAUIdngkgoAUno:ld
sumis@aciadunvisideaiids uagndnsdulignulu
AzLUUEIUdIKSoAsBavwATuLoUBU UniBuniswane

wuutGuldluaouusn Taslilaas:kunfvwansznuluniv
aufowauUY” (Boys have shown more interest in
online contentrelated to sex,and some have been
lured into taking nude photos and subsequently
blackmailed. Boys are also groomed by strangers
who disguise themselves as older peers, often
pretending to be ‘sisters.’ Social norms may make
it easier for boys to decide to send nudes, as they
are perceived to have less to lose. In contrast,
girls are typically contacted through their social
media accounts and then persuaded to move
to private chats or engage in sexually explicit
conversations on chat apps. Often, the initial
sharing is consensual, without full consideration
of the potential consequences.” (K-1209-03).

A police officer from TICAC outlined common
strategies used by perpetrators: “I3uoInKaon:TH
wu Bryibuaist saulhuna uazAtkidandov” (“First,
they promise money or in-game items; second,
they persuade the child that they could become
a star; third, they coax the young person into
removing their clothes; and finally, they challenge
them to turn on the camera.”) (K-1704-12).

d
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Aligned with similar data from studies from
the US®® and Sweden®, a quarter of the survey
respondents (27%) said that they thought other
people share nudes to show trust or closeness
in a relationship, but this idea was not as widely
accepted socially as was expected. Only 4% of
respondents agreed that for themselves “sharing
nudes is a way to express trust” while 81%
disagreed or strongly disagreed. Girls were
more likely to reject this statement outright (86%
disogreement), but boys were not far behind
(75% disqgreement). This could represent a
disconnection between pre-conceivedintentions
and actual actions in the moment, or much like
the prior point regarding emotional rewards,
could be a discrepancy between the dominant
narrative and young people’s individual self-
perceptions.

The data does contrast with views expressed
in interviews, including by young people. who
emphasized the central role of trust in young
people’s decisions to share nude images. An
18-year-old male informant observed: “iGnido
Famwikadus:dundiudussriwaugovau” (“Many
young people believe that the images will stay
private between just two people.”) (K-1706-18).
A social worker said: “Julﬁ‘aoﬁum’lug"énua:m’m
[30olosiu 1ngrauvo:dovauiluunusiusouno:dadu
toadun il TasuavinisuanmwarudnBuindovkuny
vovAWsn” (“It is more about feelings and trust.
Girls usually need to be in a relationship before
deciding to send nudes. For them, exchanging
nudes is seen as a sign of love.”) (K-1209-03). A
school headmaster added: “Lﬁalﬁnmaua:lﬁnﬁ@o
Duuwusu wonwidne:l3ledvsunazfunazaoniwau
ddlHfiug walandiu mwlhehlfumaoxgmwsfciaTd” (..
when boys and girls are dating, they trust each
other and share nudes. After they break up, those
private photos might be circulated.”) (K-1403-09)
An 18-year-old female informant further
elaborated on how emotional attachment can

52 Thorn. (2020).
54 ECPAT Sweden. (2020).

influence decision-making in online interactions:
“Juino:iBuoinmsaeniulasdnauuulanooulad Ats
liigwonuuinou wonslunndu 9 finarglundiu
wnwu d13nAukivuanwaiudd 1IGNUIVAUDIVDSEN
dlidold  AuRRedIzo199:k18lU  srzwALBU
dovasfiuaudunnsu fasliosnniFsauduly 1agsou
donwlitdosnuinwFuwWusTs” (“It often starts with
chatting with someone online whom we've never
met in real life. But after talking or calling every
day, it creates a kind of bond. So, if that person
asks for nudes, some kids feel like if they don't
send them, the person might leave. Because
they’ve gotten used to chatting with that person
every day, they don't want to lose them. They
end up sending the images just to keep the
relationship.”) (K-1706-19)

These perspectives suggest that for many young
people, the decision to share intimate images is
less about impulsiveness or manipulation alone,
and more deeply rooted in relational dynamics,
emotional dependence, and the perceived need
to maintain trust in developing or romantic
relationships. No matter the exact situation,
this inconsistency again presents possible in-
roads for nuanced conversations that empower
informed decision making, as part of preventative
programming.

The last frequently cited motivation that young
people noted was the impact of peer influence.
Many said that they thought that young people
shared nudes because they had seen other
people do it. But the implications of this influence
extended beyond mere imitation. Thirty-one
percent said people shared nudes to follow
what their friends were doing, 23% said young
people may feel the need to share because
they had received similar content, and 22%

. Thorn.

[Translated from Swedish]. ECPAT Sweden.
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linked the behavior to following idols, celebrities
or influencers that they follow or who are being
algorithmically promoted to them by platforms.
These results point to a broader ecosystem of
influence, where personal relationships, social
media trends, behaviors of influential people,
and platform-promoted culture all interact to
shape young people’s decisions.

Peer dynamics have always influenced young
people’s behaviors, and decisions to share
explicit images are likely no different: “tGnuaavk
msaaus‘umnnzjuw‘v’au Wolin1siwnAnssuu1vog1w
BuBovundinielungy wWunsus$nwarudd Auluni
o0:gdnaulyIdiludruntovovndy Anunadudly
Tda:AaunmudavnisiuiosvuoviGniaualu unosouad
idnnasnsgnuilas  tundudssu msqazjuﬁuiu@'ao
wenduidoound 1§nurvAuDIDudvIEovTULLRDTRgI
auoviuszaumsaiuinndt  Fodidwdovuovdainen
Foau 1@ndssunariidaiove:ludaniusAatRsusiuiiiou”
(“children seek acceptance and validation from
their peers. When certain behaviors become
normalized within a group—such as sharing
intimate images—those who choose not to
participate may feel excluded. This pressure
does not necessarily reflect a genuine desire to
engage in such behaviors, but rather a fear of

socialrejection. Among adolescents, itiscommon
for those with sexual experiences to boast about
them, while others may fabricate such stories
in order to appear more experienced. This is a
matter of social psychology, young people fear
falling behind or being seen as unequal to their
peers.”) (K-1209-04).

Contrary to the dominant protectionist narratives,
young people sending nudes isn't only about
being pressured or coerced. There is a broad
and nuanced set of factors that are interacting
to impact young people’s actions. For many,
a combination of motivations is likely in play:
wanting to be noticed, earn money or rewards,
feel good, connect with someone, or keep up with
what influential others are doing. These active
choices happen in complex, largely unregulated
contexts, dominated by profit-driven platforms
that are constructed to maximize engagement
and reward attention. These digital spaces
blur the lines between private and public and
make it easy to share without thinking about
the consequences. Concerningly we also see
that much sharing may happen without clear
intention, but as the result of a range of ‘nudges’
and intersecting influences.

Reasons for Sharing Sexual Content

To gain more likes and followers

To earn maney, gifts or credits

They feel good about themselves

They were ticked by someone online
Follow what their friends are doing

They are in trusting relationship

They have been pressurized by someone

Wanting validation and compliments

They have recevied similar content and now feel like
they must share it themselves too

Follow what idols/celebrities are doing
I don't think people are sharing that type of content

Other (Please specify)
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3%

48%
45%
40%
34%
31%
27%
25%
24%
23%
22%

19% Multiple responses permitted.

This question was only posted to older
respondents who have had exposure to the
sharing of sexual content (n=323)

Figure 12 - Reasons for Sharing Sexual Content
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A

RECEIVING SEXUAL
CONTENT OF OTHER
YOUNG PEOPLE AND
HOW THEY REACT

While the majority of young people (56%, n=528)
reported that they had never seen sexual content
involving young people under 18, 36% (n=341)
said that they had been shown or sent sexual
content of someone believed to be under 18 (7%
chose not to respond). Exposure to this content
varied by age. Among 15-year-olds, just over
half (51%) reported receiving this type of content.
This is much higher than other age groups in the
same cohort, where rates ranged between 30—
38%.

Nearly half (49%; n=126) of LGBT respondents
said they had received or been shown such
images, compared to their non-LGBT peers
(32%). similarly, respondents from ethnic
minority groups (49%) and urban areas (46%)
were more likely to report exposure than those
from non-minority (34%) or rural backgrounds
(32%). Respondents with public settings on social
media accounts also stood out: 43% said they
had received or been shown this type of content,
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Received or shown Sexual content of someone under 18

LGBT Status
. Yes No Prefer not to say
100%
()
5% 8%

75%

46%

60%

50%
25%
0%

LGBT Non LGBT

This question was posed to the older cohort (n=928)
Urban/Rural Location
. Yes No Prefer not to say
100%
7% 7%

75%

47%

60%

50%
25%
0%

Urban Rural

This question was posed to the older cohort (n=935)

Ethnic Minority Status

. Yes No

40% 61%

Prefer not to say

100%

75%

50%
I . }
0%
Ethnic groups Not from an ethnic
group
This question was posed to the older cohort (n=717)
Account Privacy Setting
. Yes No Prefer not to say
100%
7% 7%
21%
75%
52%
61%
61% 50%
25%
0%

Public Private Don’t know

This question was posed to the older cohort (n=937)

Figure 14 - Sample Breakdown of Those Who have Received or Shown Sexual Content of Someone Under 18
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This self-reported exposure closely mirrors
perceived peer-group prevalence: 34% said
they knew someone at school who had shared
or received sexual content in the past month.
The alignment in these numbers illustrates that
young people are not just hearing about these
behaviors, they're likely seeing the same images
circulating within their peer networks. In other
words, the sexual content they receive and the
content they know is being shared at school may
often be the same. This reinforces how quickly
and widely sexual content, particularly depicting
people under 18, can spread through school-
based or friendship-based networks.

When asked how they responded after receiving
sexual content involving those under 18, reactions
were mixed. Just under half (44%) of respondents
said that they blocked the person who sent the
content, and an equal share (44%) admitted they
did nothing. A smaller portion (22%) reported the
content to the platform, while others told a friend
or sibling (14%). Notably, 10% reported that they
saved the content, and 8% said they reshared it.

Gender differences here were stark. Girls were
significantly far more likely to respond with self-
protective responses: 566% said they blocked the
sender, and 31% reported the content compared
to just 28% and 11% of boys, respectively.®® Boys, on
the other hand, were significantly more likely to
take no action (53%),5¢ save the content (18%),5
or forward it to someone else (11%).58

5 Results are significant at p<0.001
%6 Results are significant at p<0.05
57 Results are significant at p<0.001
%8 Results are significant at p<0.05

LGBT respondents displayed a broad range
of reactions comparable to their non-LGBT
peers to block (44%), report (24%), but also to
report saving the image (13%), suggesting both
exposure and more complex decision-making
around what to do next.

The fact that almost half of respondents who
received a sexualimage of someone under18said
they did nothing in response is revealing. It points
to the before-mentioned normalization of this
kind of content, where receiving such material no
longer triggers alarm, action, or even discomfort
for many. This reflects patterns identified earlier
in the report, such as the frequent appearance
of sexual content across platforms, the blurred
boundaries between public and private digital
spaces, and the way exposure often begins at
a young age and becomes part of the digital
background. Over time, as people become
accustomed to encountering sexualized content,
whether unsolicited or shared through trends
and humor, it can start to feel ordinary. Yet doing
nothing does not necessarily mean these young
people approve, but it may show that they have
become desensitized or feel powerless in the
face of the sheer onslaught of it. In this context,
inaction can be read as a reflection of shifting
digital norms - where sexual content is common
and ignoring it feels easier and more practical
than responding.
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CONSEQUENCES, HARM
AND RESPONSIBILITY

RECOGNIZED HARMS

The discourse regarding harms in online contexts
is frequently simplistic and tends towards a
protectionist dichotomy of ‘harmful/not harmful.’
The Leaked survey intentionally sought to create
space for young people’s responses to provide
a more multi-faceted and complex picture. The
Leaked dataset indicates a clear recognition by
young people that nude-sharing, whether self-
initiated, requested, or without consent, can
lead to a range of harms. Yet, their responses
indicated some graduations and complexities
in how harm can occur; young people named
emotional,social,legal,and safety consequences,
and many reflected critically on how these
consequences unfold within peer, platform, and
personal systems.

The harmis also not ascribed to the exact practice
of creating and sharing the nudes, but to what
can happen if these are leaked - the owner loses
control of them. The non-consensual aspect
is at the heart of how harm is understood. This
fits with prior evidence indicating that sharing
nudes can be seen positively by young people
who engage in it.?? But it is when images are non-

consensually shared that negative impacts are
prominently ascribed.®®?

The Leaked data similarly shows that when
recognizing harms that can occur, young
people were consistently focused on harms that
could occur if they lost control of their content.
Overwhelmingly, older respondents (95%, n=886)
believed that sharing nudes could cause
problems, and as seen in figure 19 when asked to
name specifics, distribution without consent was
the most commonly selected concern (81%).

Other concerns that followed included regret
(76%) and the possibility of being bullied (70%)
as well as feeling bad about oneself (68%),
conflict with family and friends (67%), and being
blackmailed (61%). Concerns about institutional
consequences such as trouble with school or
the police were mentioned less frequently (47%),
suggesting that social and emotional harms
loom larger than formal sanctions in the minds
of most, or that young people aren't as aware
of the potential formal or legal consequences of
their actions.

Perceptions of self-generated sexual content creating problems

May create some problems

95%

0% 25%

50%

Does not create problems
|
5%
|

75% 100%

Figure 15 - Perceptions of Self-Generated Sexual Content Creating Problems

5 Van Ouytsel, J, Ly, Y., & Temple, J. R. (2022).

. Journal of Sex Research, 59(6), 742-748.

&  Mori, C, Temple, J. R, Browne, D., & Madigan, S. (2019).

§  Van Ouytsel, J, Ly, Y., & Temple, J. R. (2022).

. Journal of Sex Research, 59(6), 742-748.

. JAMA Pediatrics, 173(8), 770-779.
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Gender Breakdown of Perceptions of Potential Consequences
of Sharing Self-Generated Sexual Content

Could lead to someone distributing the pictures
without my consent

I might feel uncomfortanle or upset later on if | regret
sharing nudes

I might be bullied by others if my nudes are shared

| could feel bad about myself if people see the
pictures and say unkind things

I might get into trouble with my friends or family when
they find out about the shared nudes

Someone coulde use the pictures to be mean to me
or blackmail me

I might receive unwanted messages from people |
don't know if my nudes are shared

It can be hard to trust people online to keep my
pictures safe

If 'm under 18, sharing nudes could lead to trouble
with teachers or the police

Other(Please specify)

Psychological and social impacts were most
frequently noted when asked about harms
(n=886). Among those who expanded on
perceived harms, 94% pointed to emotional
distress, and 94% to social damage. Responses
described shame, embarrassment, stress, and
even suicidal thoughts emphasizing the toll on
self-worth and confidence when self-generated
sexual content was indicated to have resulted in
harm. Many referenced the weight of judgment
from others, the risk of gossip or humiliation, and
the long shadow these experiences can cast,
especially if images circulate widely.

“['mmmlgaoua\nmouunu&umv\yoashmé’raq
KigquasziilHouUoe  onvdvwadivnisAadu
KSon1suncang” (“Their stories might be
retold by somebody else in a bad way,
leading to suicidal thoughts.”)

“Igu duonadiodunu Butasa Wudu” (“Feeling
ashamed, depressed.”)

“laudvAuiiuazduargaindoaunisuan”
(“Being blamed and shamed by society.”)

84%
75%
80%
69%
72%
68%
75%
68%
72%
62%
66%
52%
55%
47%
53%
46%
47%
45%

2%

. Female

. Male

Multiple responses permeitted.
This question was only posed to the older chort who believe
that sharing nudes may create some problem (n=886)

Figure 16 - Gender Breakdown of Perceptions of Potential
Consequences of Sharing Self-Generated Sexual Content
Perceived harms differed across groups. As
displayed in figure 16, girls were slightly more
likely than boys to anticipate emotional fallout,
with 85% believing someone whose image had
been shared would feel bad, compared to 78%
of boys. Girls also placed greater emphasis
on regret and school-based consequences
(such as missing classes or impact on grades).
LGBT respondents were more likely to select
almost every consequence listed, particularly
the possibility of images being shared without
consent (89%, compared to 77% of non-LGBT
peers) and being bullied (76% vs. 68%). These
patterns suggest a higher perceived vulnerability
among certain groups perhaps because they
are more targeted or more aware of the possible

conseguences.
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COERCION,EXPLOITATIONANDBLAME

While emotional pain and social exclusion
were front of mind, many young people also
identified exploitation, blackmail, and digital
safety consequences in characterizing harms
from self-generated sexual content. Twenty-
seven percent (n=255) of respondents said that
it was common for it to be used for blackmail.
Among these, 60% (n=153) said the intent of

the blackmail was to get money, while others
described coercion to share more content or to
comply with other demands. This was especially
pronounced among LGBT respondents (35%, n=
90 vs. 25% of non-LGBT), suggesting they may
be disproportionately exposed to image-based
blackmail.

How Commonly Young People Believe Self-Generated Sexual Content

Is Used for Blackmail

Yes - blackmail No - not blackmail

13% 59%

0% 25%

Most Common Forms of Blackmail

Prefer not to answer

50%

This question was only posed to
the older cohort (n=937)

27%

75% 100%

s | o

To get more sexual picture

To get sexual pictures of other people (friends,
siblings, others)

To get the person to meet them online (by webcam
for example)

To get the person to meet them in person

To make the person say or go back to a relationship
with them

Prefer not to answer
To get the person to hurt themselves

To make you do something else

3%

30%
29%
28%
26%
21%
16%
14%

This question was only posed to older
respondents who believe that images/videos are
used for blackmail (n=255)

Figure 17 - How Commonly Young People Believe Self-Generated Sexual Content Is Used for Blackmail

JUDGING SEVERITY

When asked who should be held responsible
when nude images are leaked, young people
gave surprisingly mixed responses. Nearly half
(44%, n=149) said the person in the image should
be held responsible because it was their decision
to create or (initially) share the content. Another
31% (n=105) blamed the person who reshared
it, while only 6% pointed to caregivers, and

62 ECPAT International (2022).

even fewer mentioned platforms or onlookers.
These findings illustrate that young people
are internalizing responsibility when they are
victimized, even when that person may have
been betrayed or exploited. As previous research
has noted,®? it is likely that the preponderance
with digital safety messaging that emphasizes
‘self-protective’ behaviors is almost certainly
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feeding this self-blame amongst young people.

This response pattern sits in tension with how
young people assess harm. When asked to rate
the seriousness of different scenarios involving
nude sharing on a 10-point scale (n=937), the
situations considered most harmful were those
involving clear violations by others. The highest-
rated was “my ex-partner leaks my private
images” (mean = 6.68), followed closely by
“someone blackmails me with my nudes” (mean
= 6.65). Legal consequences such as being
charged with possession of CSAM were rated
significantly lower.®® Girls and LGBT respondents
rated all scenarios more seriously than boys,%*
reflecting heightened sensitivity to the relational
and reputational risks involved and likely
experiences of more severe consequences.

This contradiction is revealing. While young
people recognize that serious harm arises from
breaches of trust, manipulation, or coercion by
others, many still place blame on the person
who originally created or shared the content.
This suggests that norms around personal
responsibility and shame remain powerful, even
when the actual harm is explicitly acknowledged
to have been caused by others. It reflects a
wider cultural narrative in which victims of digital
harms are often held accountable for their own
vulnerability. Disrupting this dominant narrative
is critical. Shifting the focus from blaming the
victims to a focus on the breaches of consent,
trust, and malicious actions of offenders is
necessary in order to foster more supportive and
less judgmental environments for young people
navigating digital relationships.

During the youth consultation, a 15-year-old
girl expressed that if her intimate images were
shared without consent, she would bear sole
responsibility. She referred to this as “i0unssuyov
Ky’ (“Law of Karma”), suggesting that she must
accept the harm as a consequence of her own
actions. This sense of resignation was echoed by

&3 Results are Significant at p<0.001
64 Results all Significant at p<0.001

a 15-year-old boy who participated in Leaked as
a key informant, who said: “auavuaniioulirinte
ws1znwiukaaluuds  suudTuoslslilduds vreiga
Aolkwbatndov[InsAwr]lUiag uaslidovidadn k3o
o199:uaNlRwILEonAugiulUas waoqualuifiu 1-4
U nmwiik1eluruauar Tuilassilakson udfiluAasie:
uusthliwavonwowikdonsdos  UndisalildnoiSon
wuuisiugtkag” (“l probably just tell my friends
to rlo (like, accept it), because their images
are already leaked and there’s nothing, we can
really do to undo it. Or honestly, the easiest thing
might be to just tell them to turn off their phone
and never turn it back on... Probably I'd tell my
friends to just block the person. Honestly, in like 1
to 4 years, those images will probably disappear,
and no one will even remember. | don't think I'd
tell them to go talk to their parents or teachers
either, that's not really something most of us
would do.”) (K-2106-20).

These perspectives show how social norms,
including popular interpretations of cultural
and religious concepts (like karma), are leading
young people to internalize blame and avoid
seeking help. While the concept of karma
typically promotes ethical living, in this way it
is effectively being misapplied to discourage
resistance or action against an injustice. Such
circumstances contribute to the culture of
silence around violence against children. Many
young people, especially those affected by such
non-consensual harms, experience shame and
feel morally responsible for what has happened
to them. This normalization of violence not only
reinforces stigma but also undermines and
contradicts their understanding of digital rights
and privacy. Failing to address these incidents
when they occur extends those experiences
to any young people bearing witness — further
reinforcing the culture of silence and stigma.
Addressing these issues requires culturally
sensitive approaches that challenge victim-
blaming norms and excuse offender behavior,
while affirming young people’s rights, agency,
and access to protection and support.
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UNCERTAINTY AND
PERCEIVED CONTROL

Despite the widespread recognition of potential
negative consequences, many young people still
expressed uncertainty about the overall impact
of sharing nudes. When asked whether sharing
sexual images has positive or negative outcomes
(n=937), 73% of respondents said they were
unsure. Only 24% clearly said it led to negative
outcomes; 3% of respondents said outcomes of
sharing nudes could be positive. Among the 5l
respondents who reported benefits, the most
common was building trust (29%), 24% (n=12)
described it as a normal way to communicate,
and 22% (n=11) said they were careful not to show
their face or identifying features, which helped
them feel in control.

Beyond their peer group, only 8% (n=66) of older
respondents agreed or strongly agreed that it
is normal for adults to share nudes as part of
dating, while 45% (n=419) selected neutral. This
suggests that many young people are unsure
where the line falls between what is acceptable
in adult relationships and what feels risky or
inappropriate. The large proportion of neutral
responses points to broader uncertainty about
this issue. Although online dating is not a new
phenomenon, and many adults today likely
met this way and may even have shared nudes,
nobody is talking to young people about these
digital spaces and behaviors. Without this
information, young people have no model and
are forced to make things up as they go along.

This uncertainty also shows up in other responses.
A quarter of respondents (26%, n=243) agreed
or strongly agreed that it is acceptable to share
nudes if both parties consent, while 36% (n=337)
were neutral and 40% disagreed to some extent.
These numbers reflect how many young people
are still navigating mixed messages around
intimacy, privacy, and consent in digital spaces.

TECHNOLOGY AS AN
ENABLER

Technology plays a central and often
underexamined role in enabling the sharing of
sexual content among young people, and the
young people we surveyed are very aware of this:
The statement with the highest overallagreement
was that technology makes it too easy to share
nudes without considering the consequences.
A total of 56% (n=524) of the older respondents
agreed or strongly agreed with this statement.
Among girls, this proportion rose to 62% (n=333).

Hence, the dynamics of nude sharing cannot
be separated from the design features, cultures
and social norms being built (both purposively
by platforms and organically by users) within the
platforms where these behaviors occur.

Cheaply and widely available smartphones
with high-quality cameras are a remarkably
recent, yet normal-feeling part of life. When
we combine this technology with, for example,
encrypted instant messaging services, this
lowers the thresholds for sexual content creation
and ease of sharing. When we combine this
with the developmentally appropriate identity
-forming risk-taking of adolescence, there are
multiple enabling factors for regrettable actions.
Platforms like Instagram, Line, and Messenger
facilitate intimate one-on-one interactions with
minimal friction. They often do not require identity
or age verification. Furthermore, features such
as disappearing photos, vanishing messages,
encryption, and in-app editing tools appear to
lean into the possibilities of these uses for the
services. These features contribute to a sense
of control, spontaneity, and impermanence,
even though the underlying risk of permanence
endures. This perception of control is reflected in
the Leaked data. Of the older respondents who
said that sharing nudes may not be problematic,
14% (n=7) specifically said this was because they
use ‘safe’ apps or messaging services to share.
Platform design features influence how young
people assess risk when sharing sexual content.

Combine this with the aforementioned
incentivization of visual self-presentation
that is rewarded with likes, reactions, follower
counts, and algorithmic visibility. Within this
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environment, nudes may function as a form
of valuable digital capital: quick ways to
demonstrate attractiveness, deepen intimacy, or
gain validation.

Aspects of technology also facilitate the
unauthorized distribution of nudes. Tools like
screenshots, screen recordings, and a plethora
of third-party apps make it easy to capture and
share images without the sender’'s knowledge.
In some cases, images are saved, traded, or
reposted in private groups, compounding the
harm.

Interviews with frontline experts highlight ongoing
concerns regarding the insufficient efforts by
digital platforms to counteract these uses of
design features or even to screen for or moderate
reported harmful content effectively: “isafigolitRu
Kangiusdrwinsovtiiorigololagiawrzuuuwaawosy
tuciv 9 ” (“We still cannot see the evidence of
how they have attempted to filter inappropriate
content, especially on online gaming platforms.”)
(k-2603-10) Similarly, police reported that links
to nude images involving children are frequently
shared on X, presenting significant challenges
for law enforcement in prosecuting such cases
under child sexual abuse material (CSAM)
possession laws. (K-1704-12). A 15-year-old
informant also emphasized the need for greater
accountability among gaming companies,
particularly in relation to advertisements shown
within games: “agowonuaurialutnuy GiGneauny
wo: AIsii Al kSainalulaguivogivlunisanduxso
vdonitorinmowaluny  tolkiluRvasasisdrsunn
au” (“.Like those dating app ads—because a
lot of kids play online games. There should also
be Al or some kind of tech that can catch and
block nudes being shared on gaming platforms
to keep things safer for everyone.”) (K-2106-20)

Finally, reporting tools and content moderation
systems are often poorly understood,
inconsistently enforced, difficult to navigate,
or simply ineffective when used. Many young
people lack confidence that reporting a violation
will lead to meaningful consequences. An
18-year-old informant shared her frustration
with the difficulty of reporting leaked images to

social media platforms, especially when children
are involved. “cauilitls1dovnasigviukany | )
K$oKa19 q AUADVNASIYVIUWSIU 9 AUDINKAYUDN-
wud  Tiogwduwonwifiosliresls  duGnaukie
dovnissigviudovniwkaa  Uuo:lgoaiuiuunfoun
uwaawosuoziaslsdnogv  1GNUIALNASIBIUASY
udrndoia figvluoTsifadu mikidnganinsuauasau
K3ouan” (“Right now, you have to report so many
times before the platform actually does anything.
Or a lot of people have to report it at once, or they
just ignore it. If a kid wants to report their image
being leaked, it can take forever before the
platform responds. Sometimes they report it over
and over, and still nothing happens. It makes kids
feel really anxious and helpless.”) Her experience
highlights gaps in platform accountability and
the emotional toll placed on young users trying
to protect themselves online.

Some fear being blamed, punished, or banned
from the platform themselves if they report.
The data (n=341) reveals a low rate of formal
reporting, with only 22% of respondents who
received sexual images of a person under 18
saying that they reported it to the platform.
Meanwhile, some (44%) chose to block the sender,
and an equal share, 44%, did nothing at all. This
pattern reflects more than just desensitization. It
suggests uncertainty, discomfort, or skepticism
about reporting systems themselves. Many
young people report self-learning about digital
safety, which may help explain why confidence
in formal mechanisms such as content
moderation or reporting is low. While the survey
did not ask directly about personal experiences
with platform reporting tools, these behavioral
patterns point to digital infrastructure that not
only enables image sharing but may also inhibit
effective action when things go wrong.

W
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WHO THEY ARE SHARINGWITH

When asked who people are most likely to
share sexual content with, the most common
answer was “l don't know.” Among older cohort
respondents who were aware of nude-sharing in
their peer group, 38% (n=122) said they weren't
sure who the recipients typically were.

Among those who did give a response, the most
common response was that people shared
nudes with someone they knew in person (30%,
n=98). This was followed by people they met
online and had never met in person (23%, n=74),
and a much smaller proportion (9%, n=29) who
said the recipient is typically someone they
initially met online but later met in person. The
least-selected category was “met online and
later met in person,” reinforcing that young
people are less likely to assume offline meetups
occur after digital introductions. This subtle but
consistent pattern suggests that while online
contact is normalized, many still draw a line
between digital and in-person intimacy.

Gender differences were also notable (n=323).
Boys were significantly more likely than girls to
understand that nudes were shared with people
known in person (35% vs 26%),5® while girls were
more likely to expect that the recipient was
someone met only online (29% vs 16%).

68 Results are signifj

Age patterns were equally telling (n=323).
aged 14-16 were the most likely to select “I don't
know,” while 17-year-olds were more confident in
their answers and showed an even split between
known-in-person contacts (29%) and online-
only contacts (28%). This shift suggests that as
digital experiences and social lives expand with
age, so too does awareness of how content
travels.

Another noteworthy finding emerged when
looking at the small subset who said the recipient
is someone, they met online but later met in
person. This group, though a minority (9%, n=29),
reflected a very different profile: when those
connections do move offline, the proportion
believed to be adults increases significantly. In
this group, 31% (n=9) believed the recipient was
an adult, and another 31% (n=9) said they didn't
know the recipient’s age. This is in stark contrast
to those who selected “people known in person,”
(n=98) where 63% (n=62) believed the recipient
was under 18, and only 9% (n=9) said they were
adults. This shift in age perception is meaningful:
it suggests that when offline interaction enters the
picture, particularly after meeting online, young
people become more alert to the possibility that
the other person may be an adult.
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We set out in our research thinking that sharing
nudes was a normal part of sexual exploration
today, but the findings from the Leaked project
painted a slightly different picture. While some
young people do engage in nude-sharing as
part of curiosity, flirting, or relationships, most
described it as something shaped by pressure,
manipulation, or a sense of inevitability. Even
those who knew the risks often found themselves
caught up in moments where the cost of saying
no to a friend, a partner, or a trend felt higher
than the risk of sharing.

One thing came through clearly: technology
makes it too easy. Too easy to send something
without thinking. Too easy to lose control of it. Too
easy for others to save, reshare, or exploit that
content. Platforms are designed to encourage
spontaneity and visibility, not safety or
reflection. Features like disappearing messages,
anonymous accounts, and algorithms that
reward sexualized content create an environment
where boundaries are hard to hold and harm
can escalate quickly. Reporting tools, when used,
are often confusing or ineffective, leaving young
people to navigate fallout largely on their own.

What emerged was a far more complex reality
than adult narratives often allow. Young people
are navigating blurred lines between agency
and coercion, self-expression and shame, and
connection and risk. Their decisions to create

or share intimate content are rarely impulsive.
More often, they reflect emotional needs, peer
dynamics, social media influence, or moments of
vulnerability. When things go wrong, it's not the
act of sharing that they describe as harmful but
the loss of control, the breach of trust, and the
judgment that follows.

Many internalised blame. Some believed they
deserved the fallout. Others thought they had no
one to turn to. Cultural narratives around karma,
modesty, and gender reinforced silence. Girls,
LGBT youth, and ethnic minority youth reported
especially high levels of shame, social exclusion,
and fear of being judged. Few felt they could
speak openly to parents, teachers, or authorities,
highlighting the urgent need for safe spaces
where they can ask questions and seek help
without fear of punishment or moralizing.

Despite this, most are not reckless. They are
cautious, critical, and reflective. But they are also
uncertain navigating a digital world that offers
few clear boundaries and even fewer trusted
sources of support. Current digital safety efforts,
often built around abstinence, fear, or blocking,
fall short of meeting young people where they
are.

If we want to build meaningful digital safety
responses, we have to start by listening to young
people and acknowledging the realities they
face.
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1. RIGHTS-BASED COMPREHENSIVE
SEXUALITY EDUCATIONFORTHEDIGITAL
AGE

Every child has the right to education that equips them for real life, including about their bodies and
relationships, and this now needs to encompass digital experiences.

1.2

Comprehensive Sexuality Education
(CSE) must be embedded from an early
age, not just as a means of preventing
harm but as a proactive foundation for
understanding self-worth, autonomy,
boundaries, desire, and empathy. This
education should encompass diverse
experiences of gender and sexuality, include
discussions of pleasure and consent, and
equip children to build healthy, respectful
relationships both online and offline.

Critically, CSE must intersect with
digital rights and citizenship education.
As children increasingly form relationships,
express identity, and encounter risks in
digital spaces, education must reflect these
everyday digital realities. This includes
building awareness of platform design
features (e.g, persuasive algorithms,
visibility settings), understanding data
privacy, consent in content-sharing, digital
footprints, and the right to withdraw consent.
It must also include navigating peer
pressure, handling online dating or gaming
interactions, and recognizing manipulative,
coercive, or exploitative behavior.

1.3.

1.4.

1.5.

Lessons should be age-appropriate,
inclusive, and grounded in human
rights and gender equality. They should
acknowledge that many children already
use the internet to seek support, explore
attraction, or conduct relationships.
Education should provide them with
judgment-free tools to assess risks, exercise
agency, and ask for help before harm
occurs.

CSE must be institutionalized by
government, integrated within the Ministry
of Education’s core curriculum, and
mandated rather than recommended
and at the discretion of individual school
leaders. Genuine integration must also
include investment to train, coach, and
support the school staff responsible for CSE
to ensure adults can respond comfortably
without shame, stigma, or punishment — not
leaving them to grapple with a government
mandate alone.

Consistent, equitable access to CSE is
essential, particularly for children in under-
resourced communities, informal education
systems, or those most at risk of exclusion.
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2. REGULATE
PLATFORMS

Children have a right to be protected from
harm, including harm caused as a result of the
design features and recommendation systems
implemented by digital platforms. These
systems often expose children to sexualized,
sensational, or manipulative content.
Platforms are primarily designed to maximize
engagement, not prioritize safety so regulation
that requires child safety by design is
indisputable. To uphold children’s rights online:

2. Platforms must be accountable for how
their systems surface sexualized or age-
inappropriate material, even when children
are not explicitly searching for it. This
includes taking steps to purposively limit
children’s exposure through algorithmic
recommendations, search auto-complete,
and targeted advertising. Robust, age-
appropriate content filters must be in place
by default for children.

2.2. Platforms should provide accessible and
age-appropriate ways for children to
report harmful content and experiences.
These tools must be visible, easy to use,
and responsive to children’s reports and
concerns in meaningful ways.

2.3. Recommendation systems should be
reviewed regularly by independent
researchers to assess how they affect
children. Audits must evaluate whether
algorithms are amplifying harmful or
misleading content and consider the
impact on different age groups.

2.4. Features that encourage comparison,
shame, or compulsive use - such as
publicly visible follower counts, streak
counts, and filters that sexualize
appearance must be unavailable to young
people. Platforms should be required to
demonstrate features that support self-
esteem, empathy, and healthy online habits
for children.

I

3.FROM  PUNISHMENT
TOPROTECTION

Childrenimpacted by sharing of self-generated
sexual content need protection and support,
not punishment. A dramatic cultural shift is
needed with systemic changes to social, legal,
and institutional responses to these behaviors
in young people:

3.1. shifting from blame to care. Harmful social
norms that shame or stigmatize children
(especially around sexuality) must be
actively challenged. Adults, including
caregivers, teachers, law enforcement,
and health professionals, must respond
to a young person raising concerns with
empathy and understanding, not judgment
or blame. Support must reflect children’s
lived realities, not adult discomfort or moral
panic.

3.2. Under current Thai law, any sexual image of
a person under 18 can be treated as child
sexual abuse material, even if it is self-
generated and shared consensually. This
legal framing fails to distinguish between
exploitative abuse and developmental
behaviors, such as adolescents exploring
intimacy or relationships. It is not suggested
to change the definition of CSAM; however,
protection from prosecution for children
must be enshrined in regulation. Children
who create or share sexual content of
themselves should not be criminalized
or labeled as offenders; instead, welfare
responses rooted in protection, education,
and support recognize their vulnerability
and the social and technological pressures
they face.

3.3. Greater investment is urgently needed
to build the capacity of agencies like
the Ministry of Social Development and
Human Security (MSDHS), public schools,
health services, and child protection
workers to respond with a trauma-
informed, gender-sensitive, and child
rights-based lens. This includes training on
child development, online safety, consent,
digital behaviors, and the legal framework
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to ensure responses are proportionate,
child-centered, and avoid blame and re-
traumatization.

4.LET THEM SPEAK:
CREATE SAFE,
JUDGMENT-FREE
SPACES FOR
CHILDREN

Children have the right to express themselves,
raise concerns and be heard in environments
that are free from fear, shame, or punishment.
Safe spaces for dialogue about these risky
behaviors and the contexts of interrelated
influences that they occur in are necessary
to support young people navigating these
decisions.

As one 18-year-old participant put it, “Many
children these days suffer from depression
mainly because they are not able to talk to their
parents and in turn seek out advice from online
friends.”

To honor children’s right to participation and
protection:

4.1. Support parents and caregivers to create
open and empathic homes where children
feel comfortable talking about sensitive
issues such as relationships, identity, and
online experiences without fear of being
judged or punished.

4.2. Equip schools to respond with restorative,
not punitive, approaches. Teachers
should be carefully trained and supported
themselves to listen, support, and
guide students through challenges in a
constructive way.

4.3. Foster a culture that acknowledges
mistakes as part of growing up. Instead of
labeling or isolating children, society should
respond with compassion, accountability,
and guidance.
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